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INTRODUCTION

The use of nuclear moisture—density gages for determination of
in-situ soil moisture and density values has been adopted by

many Federal, state, county and city agencies as well as

commercial firms because this method is accurate and more rapid
than former methods. The degree of acceptance in the past was
limited due to questions as to the reliavility of the equipment

and an unwlllingness of some agencies to change from an established
method of testing. However a recent survey of the 50 State Highway
Departments in the U. 8., conducted by the Transportation Reseach
Board(l), indicated that by 1973 all were engaged Iin nuclear gage
testing on either a research basis or as a field control, or both.
This contrasts with the year, 1962, when only about one half of
these agencies were so involved. -

Numercus Highway Departments have conducted research and concluded
that the design of a gage has a direct influence on its reliability.
For example, nuclear gage density measurements can vary depending
upon the chemical composition of the material or soil belng tested.
A gage's performance 1s also Influenced by 1¢s internal character-
istics, such as the amount of lead shielding between the radicactive
source and radiation detector, or the geometric relationship

between the source and detector,

In an attempt to increase nuclear gage reliabllity the Transportation
Laboratory of the California Department of Transportation in 1969
initiated a research program to investlgate the parameters affecting
the operation of the basic "backscatter" nuclear moisture-density
gage. The term "backscatter" denotes that both the radiocactive
source and detector are placed on the test soll surface, and defines
the detection of attenuated radiation which Haé traveled from the
source through the soil to the detector.

The research project was divided into three phases. DPhase one
consisted of laboratory testing of the basic nuclear gage in the



"hackscatter" and “transmissioh" modes. The transmission mode
defines the detection of attenuated radiation transmitted through
the soil. In this case the radicactive source is placed at a
specific depth in the s0il while the detector remains at the
surface. Several gage parameters such as geometry, gage materials
and electronic components were investigated. The selection of
proper parameters has produced an efficient and accurate gage.

In phase two the optimum gage parameters were inccrpeorated into

" the construction of a“prototypé nuclear gage. This prototype,
_'which incorporates an improved backscatter gage unit, an electronic
" monitoring system, and a vehicle-hydraulic system, will be used

" for field evaluation of the gage improvements revealed by phase
one experiments. In‘ﬁhe third phase the prototype gage was used
to conduct fleld tests. These test results were compared with
thdse obtained with the Presently employed portable gage. A
statistical analysis was performed %o evaluate the field data.
Additional modifications of the prototype may be required to
correct difficulties encounteréd during field operations.

" The ultimate goal 1z Eo improve the backscatter gage and make

it comparable in accuracy to the transmission gage. This research
was conducted based on nuclear gage specilifications which were in
use prior to September 1973. The present state-of-the-art is

" reflected in the specifications which are presented in the Appendix
of this report. This research has déVeloped the basic facts which
have been applied to these improved nuclear gage specifications

and the initiation of new avenues of investigation.




CONCLUSIONS

General

1. Initial field investigation of the Autoprobe nuclear
moisture-density gage which was constructed using optimum back-
scatter gage parameters furnished evidence that this devigce is
superlor to the commercial backscatter gage, and is nearly
equivalent to the commercial transmission gage selected for the
field comparison,

2. Initial test data indicate that the commercial and Autoprobe
moisture gages yield practically identical moisture content
measurements, However the average Autoprobe moisture gage

- error (due to small quantities of neutron capturing minerals

such as iron and boron and large quantities of bentonite or
kaolinite), was approximately 1.1 pef water content. A commercial
moisture gage tested under identical conditions produced an
average 1.6 pcf error.

3. The Autoprobe moisture gage appears to be about U5 percent
less sensitive to mineral absorbers than the commercial model.

The outstanding quality of the Autoprobe moisture gage is the count
rate sensitivity to changes in moisture content. Under normal
operating conditions, the count rate change for one pound per cubic
foot change in water content was found to be 121 percent better
than the commercial moisture gage.

4, The Autoprobe moisture gage 18 less sensitive to test surface
irregularities because of the high efficlency of its lithium-

lodide scintillation detector.

5. The Autoprobe has provided to be an efficient, expeditious, and
relatively accurate device for compaction control operations.

6. The Autoprobe Vehicle-gage unit is especially suilted for



Téompaction controligf rdadwa& subgrade, subbase, and base
materials, Asphalt and portland cement concrete pavements can
also be surveyed by this form of backscatter unit.

7. Autoprobe backécatter tests on relatively smooth uniform
roadway surfaces can be performed rapidly with minimum

disturbance of the materials being tested.

8. Simultaneous measurement of in-situ moisture content and

density plus the shorter count period required for a statistically

rellable count permit moisture density determinations in a much

shorter period of time than that required with tedays commercially

avallable eguipment.

Source Selection

1. A Radium-226 source possesses a large quantity of low initial

gamma energies which may render a gage overly sensitive to the
mineral compeosition of the scil,

2. Evaluation of Cesium-137 and Cobalt-60 revealed that both
sources provide similar density gage sensitivity, count rates
and amounts of chemical composition error, when appropriate
adjustments are made in each gage apparatus.

3. When shielding; gage sizZe requirements, and backscatter
surface errors were evaluated, Cesium was found most suitable
for density gage use.

y, 'Americium-beryllium appeared to be a sultable source from
' both the moisture and density standpoint..

5. Cesium-137 and Amerlclum-beryllium can coexist within the
same gage apparatus without conflict of their respective radio-
active functions, therefore they were selected for use in the
Autoprobe. |



Detector Selection

1. Examination of three Geiger-Mueller detectors and a sodium-
iodide seintillation detector indicated that the scintillatlon
detector is the most desirable for gamma detection and use in s
nuclear density gage in both "backscatter" and "“transmission"
configurations.

2. Selection of an efficient gamma detector, such as the
scintillation crystal, is important to the acecuracy of the density
gage. The ability of the detector to disériminate gamma energies
between 0.14 and 0.34 mev is highly desirable and it appears to be
_independent of the gamma sources used.

3. Moisture gage performance with a lithium-iodide scintillation
detector proved superior to that with a pfoportional counter
detector. The large count rates, electronically adjustable energy
discrimination, and greater sensitivity to epithermal neutron
energies are the qualities that make the lithium-iodide scintillation
detector more desirable for moisture gage use, Ambient temperature
effects were encountered but count rate variations were not over—
whelming and easily corrected by slight adjustment of the applied
voltage. '

Shielding and Source-Detector Separation

1. The most important aspect of shielding involves protection of
the gamma and neutron detectors from detrimental detection of

the gamma emissions being attenuated within the moisture-density
gage apparatus.

2. Lack of adequate shielding between gamma source and detector
will render a gage virtually insensitive to density.

3. Protection of the neutron detector from excessive gamma
bombardment is an important factor when considering the gamma-



heutron pulse height ratio and strength of gamma source beilng used.

4, The small neutron source~detector separation required for
moisture gage sensltivity excludes space for lead shielding
- when a duplex source is employed.

5e Shielding of the neutron detectors from attenuated neutron
energies created within the gage apparatus was not a major
problem. The close physical location of the neutron source and
detector precludes most fast neutron attenuation to thermal
neutron energies by the time the emisslons penetrate the detector,

6. Experiments conducted with the density gage indicate that
gage sensltivity inereases with increasing source-detector
sepération. The backscatter density gage sensitivity, as
defined by the Califbrnia 1969 criteria, can be inereased by
approximately 54 percent in the presence of adequate shielding.
Ultimate sensitivity, however, cannot be utilized because of
-other performance considerations.

Te Moisture gage sensitivity lncreases with decreasing source-
detector separation. Best sensitivity results were obtained
with the detector located directly adjacent teo the neutron source
housing.

8. Laboratory experiments confirmed that specific amounts of
collimation were beneficial to density gage sensitivity. The
1abbratory apparatus, under adequate shielding conditions,

showed that source and detector collimation equal to one inch or
less could improve sensitivity by approximately U percent. A
l-inech source and 1/2-inch detector collimation produced this
slight rise in perfd?mande. The amount of c¢ollimation applied
also depends on the collimator shape, scurce size, and count rate.
Excessive collimation degrades count rate and increases chemical
composition error.



RECOMMENDATIONS

The use of the vehicle-Autoprobe unit under field conditions

- during the evaluation phase of the project disclosed that certaln
modifications might improve performance. The operation of the
vehicle unit and the hydraulic system which positions the Autoprobe
cn the test surface can be reposltioned to remove the visual
barrier between gage operator and the Autoprobe. Presently, the
operator 1s unable to see the Autoprobe as it is being lowered to
the test surface; he must leave the passenger compartment to
ascertain that the Autoprobe is properly seated on the test
surface. To correct this deficiency, the Autoprobe. could feasibly
be stored, and operate, from a location directly behind the
vehicle-gage operafor. A shielded storage compartment could be
constructed below the vehicle bed, directly behind the operator's
compartment. An automated system, either hydraulic or electric,
would remove the Autoprobe from the storage area horizontally,

and lower the gage vertically to the test surface. The Autoprobe
would thus appear as an outrigger, on the driver's side of the
vehicle. A mirror, installed on the vehicle, would permit the
driver-operator to check the seating of the gage without leaving
the controls of the vehicle or Autoprobe meonitoring equipment.

Scme type of guide mechénism to orient the vehicle-gage to use con
inelined embankments is also needed. Presently, the gage is limited
to vertlical positioning, due to gravity. Some degree of latitude

is permitted with the present guide system; suffilcient only %o
accommedate minor test surface irregularities. The new guide design
should be capable of permitting Autoprobe operation on slopes equal
to, or greater than, six percent.

The Autoprobe gage can be completely rearranged to reduce gage
size and to ensure satisfactory performance. Original design
and assembly of the Autoprobe was based, to a certain degree, on



versatility and fleiibility,'to accommmodate gage modifications
as research progressed. The experience obtained with the
Autoprobe now warrants a design with permanent gage component
fixity. The duplex gamma—-neutron source can be relocated so
that the gamma detector and neutron detector could be positicned
on opposite sides of the source.

The bulk of the Autoprobe body, or housing, can also be reduced by
eliminating the box channel construction of the gage frame that
formerly housed a series of thermal neutron proportional counters.
These counters have now been superseded by the lithium-iodide
scintillation detector.

An important matter remains unresolved. This concerns the
performance characteristic changes of the scintlllation detector

as a function of temperature. Testing of the seintillation
detector in a laboratory environmental chamber should clarify

this aspect of performance. Some inquiry must be made to determine
the durability of the e¢rystal under such dynamic impacts as are
occaslonally sustained during field operatlons. Also, the long-
term drift should be investigated,

Several changes can also be made wlthin the Autoprobe. Important
items to be considered are the source and rossibly the detector
collimator design. A beneficial change of the source collimator
was achleved following the initial field trials of the Autoprobe.
This design modification reduced gage errcr caused by lrregular
surface conditions. Additional investigation of collimator
principles should lead to further improvements.

Two inter-related gage components; the source size, and scintillation
crystal size, might be varied to obtain a maximum count rate in a
count period less tﬁan the lU0-second interval now employed. An
increase in the scintillaticn crystal thickness or diameter can
inerease the number of emissions being detected.



On the other hand, enlargement of the source size, (number of
millicuries employed) would also inerease the count rate. Source
slze, however, is limited by shielding and health safety require-~
ments. Therefore, enlargement of the crystal would seem to be the
approach to pursue. Cost may also be a governing factor. The
expense of large photomultiplier tubes must be considered, The
goal to be achieved is to shorten the time required to conduct

the backscatter test. Possibly a period of thirty seconds or

less can be realized.

Reducing the test periocd may lead to the development of a continuous
moisture-density logging apparatus, similar to the device now
available commercially. The Autoprobe could eagily be adapted

to this technique. This form of nuclear gage testing is
particularly ideal for all types of roadway compaction activities,
The Autoprobe could be lowered from the vehicle storage compartment
and fastened to a carriage mounting frame, which maintains a
constant vertical air-gap dimension between the test surface and
the gage>bottom during the logging. The Autoprobets ablility

to perform static as well as dynamic backscatter testing would
ceftainly enhance the vehilcle-gage versatility.

Finally, as was mentionéd briefly in the conciusions, many of the
gage parameters. dlscovered through thé research can be adapted

to the nuclear gage specifilcations required of the commercial
vendors competing for nuclear gage contracts with the Department

of Transportation. The experience gained with the vehicle~Autoprobe
unit should be closely examined and the’feasibility of constructing
several production lineVVehicle—gage units for use by each
Transportation District‘should be pursued.



TMPIEMENTATION

Further improvements of the Autoprobe density gage have been
initiated and laboratory modificatlons will be evaluated by
field testing. Hopefully, such modifications will reduce
backscatter gage deficiencies caused by rough surface conditions
encountered during field test operations.

Presently, the time required to seat the Autoprobe on the test
surface, record four Sseparate count rates for moisture and density,
determine the in-situ parameters, and retrieve the gage, is
approximately five minutes. The use of a portable electronic
calculator enables the recorded counts to be converted to moisture
and density.values during the test period. A completely automated
system 1s being conéidered, wWhich requires the acquisition of a
printer—recorder and mini computer. Count rates can then be proc-—-
essed by the computer and printed on paper tape for the operator's
review. Test results can be made available to the resident engineer
and compaction contractor in a very short period of time, thus
reducing construction delays. Time, an important commodity to both
the engineer and the contractor, can be utilized more effectively
by employing a unit similar to the Autoprobe. The econamic
implications of this time factor are self-evident. Compaction
operations can continue within minutes after the tests are finished
and the nuclear gage unit can proceed to other test areas.

The conélusions derived from the Autoprobe's development and

Testing raise a question concerning the choice of nuclear test

method (either transmission or backscatter) used for a particular
compaction operation: In other words whiech nuclear test method

would yield a more representative measurement of the compaction
achieved by the contractor? The improved backscatter gage (Autoprobe)
in addition to the transmission gage techniques would certalnly

give the resident engineer an opportunity to exercise greater
authority and judgment over compaction operations. Availability
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of both test methods would also enable the gage operator to select
the test procedure best suited for the materials or compaction
conditions encountered in the field.
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STATEMENT OF THE PROBLEM

Previous analyses of the pafameters affecting nuclear moisture-
density gage measurements have been limited to investigations

of the difficulties encountered under field conditions. Factors
such as surface roughness, air gaps, and gage callbration methods,
were among the items investigated. This project involved evaluation
of the nuclear gage itsell, together with the basic gage principles
related to the "backscatter" and the "transmission" modes of
operation, ‘

This study encompassed Interrelated parameters that have significant
effect on gage performance. These include: the geometric relation-
ships between the radiocactive source; the test material; and the
radiation detector.” The "backscatter™ mode, which relies on the
number of attenuated emission deflected to the test medium surface,
depends on the distance separating the radioactive source and

the radiation detector., In the "transmission" mode the radiocactive
source 1s lowered into the test medium while the detector remains

at the surface. Therefore the intervening thickness of test material
between the source and detector becomes an important variable,. Thus,
source-detector separation and source depth were explored.

Secondly, the detection of particular attenuated emission
energies may have a marked effect on gage performance. The
availlable radiocactive sources produce a wide range of emission
energies. Each source has its own characteristic energy spectrum.,
Attenuation of the spectrum by the test medium produces a wider
varlation of low energy emissions than originally emitted by the
source. Detectlon of low energies are undesirable because of
absorption effects within the test materials., Thus this gage
parameter must be carefully examined to minimize or eliminate the
chemical compositicn error generated by varlous test materials.

12



An dimportant cbnsideration in gage design 1s proper shielding between
the soﬁrce and detector. Inadequate shlelding permits nondensity
sensitive radiation to activate the detector, which results in
degraded gage performance. This occurrence isg particularly true

for "backscatter" gages.

Lastly, detector collimation and source collimation are posslble
tools for improving gage performance and reducing gage error.
Collimation restricts the direction and number of emissions entering
the detector as well as‘}estricting the direction and number of
emissions projected into the test material. An investigation'of
various combination and amount of collimation may prove beneficial
to gage accuracy.

This test program examined these and other areas of investigation.
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DISCUSSION

Radiocactive Sources-

Radium-226, Cesium—137, and Cobalt-60 were evaluated to determine
their suiltability as a gamma source for a nuclear density gage.

4 survey of exlsting data indicated that Radium~226 possesses a
large quantity of low initial gamma energies, which would be
extremely susceptib;e to photoelectric absorption after minimal
density attenuation. Since a large number of photoelectric events
result in inaccurate density gage measurement laboratory experiments
proposed for radium were candelled. Most commercial nuclear gage

manufacturers have also excluded radium in selecting their gamma
source. ' '

The evaluation of Cesium~137 and Cobalt-60 disclosed that both
gamma sources will ylield about the same density gage results.

Each provides comparable density gage sensitivity, count rate, and
amount of chemical composition error when gage apparatus are properly
adjusted. Other scurce differences reltative to shielding, gage
size, and backscatter surface errors must be considered., These
latter criteria favor selection of cesium as the primary choice.
Cobalt requires a gréater source—~detector separation to achieve
the same gage sensitivity as the Cesium gage which affects gage
size. Gage weight is also affected, since Cobalt requires
approximately twlice %he amount of lead to properly shield against
health hazards and ensure gage sensitivity. Cesium was thoroughly
evaluated and found éuitable for density gage use.

Two fast neutron sources, Radium-beryllium and Americium-berylliium,
were tested in the iaboratory to determine the advantages and
disadvantages of each as a pbssible source in a density-moisture
gage. These experiments'indicated that Radium-beryliium would be
unsuitable as a neutron source for several reasons., The major
disadvantage is the highrenergy gamma output of radium and its
influence on the adjacent neutron detector. Due to the small neutron
source-detector separation (necessary for best moisture gage
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energy discrimination ability of the electronic components
assoclated with the scintillation crystal. Selecting the gamma,
energies to be monitored can easily be accomplished thereby
eliminating most of the detected energies which cause density
gage error,

Laboratory tests indicate that the scintillation detector count
rate is Influenced by changes in ambient temperature. Count

rate varlations can be effectively controlled by slight adjustment
of the voltage supplied to the photomultiplier tube. Count rate
variation due to temperatures from 32 to 120 degrees Fahrenheit
was not extremely large and could be corrected by relatively

small changes of the applied voltage.

Neutron Detectors: A comparison of proportional counter detectors
and a lithium-iodide scintillation detector resulted in conclusions
similar €o those mentioned above for the sodium—iodide scintillation
detector. Moisture gage performance is definitely supefior with

a scintillation détector than with a proportional counter detector.
The large count rates, electronically adjustable energy discrim-
ination, and greater sensitivity to epithermal neutron energiles,
are the qualities which make the lithium-iodide scintillation
detector most desirable for moisture gage use. Ambient temperature
effects were again encountered, but the count rate variations were
not overwhelming, and are easily corrected by siilght adjustment of
the applied voltage. '

Effect of Chemical Composition of Soil

The chemical composition of soil can induce density gage error

as evidenced by the relative discrepancy of the calibration curve
produced from the silicous and calcareous density standards. The
maximum discrepancy in density occurs in the ranges between 100

pef and 140 pef and varies with the amount of chemical composition
and the sensitivity of a particular detector. Chemical composition
error l1s a function of the photoelectric photons produced by the
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seﬁsitivity) the ra&ium:gamma emissions saturate the neutron
detector, yielding éxtremely high count rates in the energy region
normally reserved for detecting neutrons. Another adverse factor
is the low neutron (less than 0.7 mev) energies resulting from

the (y,n) reactions. This source of low energy neutrons would

be subject to rapid attenuation, which can result in moisture
gage-error. These considerations, plus the fact that radium

was not considered desirable for the density gage, eliminated
Radium-beryllium as a practical choice.

Most of the laboratory research centered around the use of
Americium-beryllium. Americium 241 emits a series of low gamma
energles (below 0.37 mev.) which are well below the gamma energies
required to produce the (y,n)‘reactions mentioned above. This
precludes the production of photoneutrons and excessive detection
of éamma event by the thermal neutron detector. The principle
gémma energy of .060 mev emitted by Americium will not affect the
performance of the density gage if removed by electronic discrim-
ination. Thus, Americium-beryllium appeared to be a suitable
source from both the moisture and density standpoints.

The coexistance of Césium—l37 and Americium—beryllium in the
same gage apparatus does not alter respective individual
radlocactive functions.

Detectors

Gamma Detectors: Examination of three Gelger-Mueller detectors
and a sodium-iodide scintillation detector indicated that the
scintillation detector 1s the most desirable for use in a nuclear
density gage. Scintillation crystal efficiency in the detectlon
of gamma emissions is much greater than that of the Gelger-Mueller
detector; therefore, the gamma count during any unit time is much
larger when using the scintillation detector. Large count rates
are essential to statistical reliabiiity. Another outstanding
advantage of the scintillation detector is the incremental
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chemical constituents df'the test material. A thin lead sheet
or a combination of lead and brass sheets placed beneath a
Gedlger-Mueller detector proved very effective in reducing
chemical composition error, This mechanical filtration of

gamma energies reduced chemical error to approximately 1.0

pef, but count rates were also -severely reduced. The mechanical
filtration was extremely effective in reducing error while provid-
ing adequate count rates, and was typical of the performance
displayed by the sodium-liodide scintilaltion detector. The
exclusion of gamma energies below approximately 0.15 mev and
above approximately 0.8 mev provided favorable results.

Detection of low therma; neutron energies that are subject to
capture by interactions with test soil minerals will lead to
varying amounts of moisture gage error. Experiments with a
lithium-iodide scintillation detector indicate that mechanical
discrimination, in the form of polyethylene and cadmium, and
energy discrimination, accomplished by electrcnic means, are
effective tools for minimizing moisture gage errors due to soil
constituents. A number:of thin polyethylene disks and/or a thin
cadmium foil placed beneath the scintillation crystal reduced
chemical error considerably; however, other moisture gage
parameters, such as gage sensitivity, preclude their use.
Possibly, the polyethylene-cadmium discrimination technique can
be applied when proportional counters are employed.

Shielding

‘The most important aspect of shielding is the profection of the
gamma and neutron detectors from detrimental detection of the
gamma emissions belng attenuated within the moisture-dengity gage
apparatus. Approximately 4.5 inches of lead, placed directly
between a cesium source and gamma detector will absorb at least
99.5 percent of all the undesirable emissions directed toward

the detector from within the gage. Cobalt requires approxi-
mately 50 percent more lead (6.5 lnches) provide the same degree
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of protection. Lack of adequate shielding between gamma source
and detector wilill produce a backscatter mode gage that is insen-—
sitive to density.

Protection of the neutron detector from excesslive gamma bombard-
ment is an important factor when considering the gamma-neutron
pulse helght ratio énd strength of gamma source being used. The
small neutron scurce-detector separation required for moisture
gage sensitilvity precludes space for lead shielding when a duplex
source 1is employed.: Tungsten could be used in place of lead when
shielding thicknessés are restricted. Another alternative would
be selection of a gamma source possessing gamma emission energies
below those which séfiously affect the neutron detector count rate.
Minimal shielding, In this case, would satisfy the gamma absorption
requirements., If adequate neutron detector shielding cannot

be achieved, separate location of the gamma and neutron source
together with appropriate iocation of their respective detectors,
would be required. :This condition, however, would increase gage
size and weight. )

Shilelding of  the neutron detector from attenuated neutron energies
created within the gage apparatus was not a major problem. The
close physical location of the neutron source and detector precludes
most fast neutron attenuation to thermal neutron energies by the
time the emissions penetrate the detector. The molsture gage
neutron detector 1s relatively insensitive to high energy neutrons,
therefore, these emissions pass through the detector unnoticed,

Moisture gage sensitivity is not impailred by fast neutron penetration.

Socurce-Detector Separation

Source-detector sepéfation directly affects both moisture and
density gage sensitivities. Experiments conducted with the
density gage_indicate that gage sensitivity increases with
increasing source-detector separation. Ultimate sensitivity,
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however, cannot be utilized because of other performance
considerations. Count rates decline sharply, and chemical
composition error, (denoted by the separation of the gage
calibration curves), is increased drastically with wider
source~detector separations. The optimum separation for 10
me of Cesium-137 is about 11 inches. The optimum separation
for 3 me of Cobalt-60 is approximately 13 inches.

An investigation of the transmission technlque showed that density
gage sensitlvity is primarily governed by the minimum path length
between gamma source and detector. Longer path lengths produce
greater density gage sensitivity. Certain energy bands, however,
tend to maintain a given gage sensitivity regardless of the
minimum path length employed. Compromlse is again necessary to
satisly count rate and chemical composition criteris.

Molsture gage sensitivity, as indicated by these experiments
increases with decreasing source~detector separation. Best
sensitivity results were obtained with the detector located
directly adjacent to the neutron source housing. Apparatus
limitations should be eased through redesign of the neutron source-
detecfor housing to permit minimal separation. Moisture gage
sensitivity (defined as the change in count rate per pound change
in water content), varied considerably with separation distance.
In most cases, the neutron detectors examined exhibited an
increased sensitivity from 50 to 400 percent with one-half
reduction of the original separation distance. The prototype
moisture gage constructed following the research work employed a
3.3 inch source-detector separation.

18



Collimation

Source and detectorucollimations were explored to determine their
potential benefit to backscatter gage performance. Prime emphasis
was placed on gamma source and detector collimation. Laboratory
experiments confirmed that specific amounts of collimation were
beneficial to density gage sensitivity. The laboratory apparatus,
under adeguate shielding conditions, showed that source and detector
collimation amountihg to one lnch or less could improve sensitivity
by approximately 4 peréeht. A l-inch source and 1l/2-inch detector
collimation preoduced this alight rise in performance. The amount
of collimation applied also depends onn the collimator shape, source
size, and count réﬁe. Excessive collimation degrades count rate
and increases chemical composition error. The optimum collimation
derived from the laboratory cesium backscatter gage was 0.65-

inch source and 0.25-inch detector collimation.

Collimator shape significantly influenced backscatter gage

reaction to test scil surface conditions. A 0.2-inch air-gap
between the backscatter gage bottom and the test surface simulated
the error induced b& an improperly seated gage. A modifiled wedge-—
shaped collimator reduced ailr-gap error by approximately 20 percent.
Gage sensitivity appeared unaffected by the collimation shape,

but source orientatlon and collimation height within the collimator
governs sensitivityrvalues.

Further experimentabion withAthe moisture will be required to
determine the amoun% of collimation needed for optimum gage oper-
ation. Data obtaiﬁed during the denslty gage air-gap study
clearly indicated a loss of moisture gage sensitivity and count
rate with increasing height above the test surface. TFortunately,
chemical compositidh error remained relatively unchanged with
this form of collimation.
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Autoprobe Design and Analysis

Op timum baékscatter gage parameters established by this investigation
were utllized In the construction of a hybrilid nuclear moisture-
density gage. The hybrid gage (also referred to as Autoprobe

in this report) was so constructed that the individual components
could be modified if required to accommodate future improvements.
Analysis of the results of initial field investigatlon of the
Autoprobe iﬂdicated that 1t is superior to the commercial back-
scatter gage and nearly equilvalent to the commercial transmission
gage selected for the field comparison.

The mean indicated density, standard deviation, and percent
probability of the indicated densities were calcuiated
statistically for all gages and thelr respective differences
determined. The Autoprobe showed a significant reduction in
the backscatter Standard deviation when compared to the
commercial backscatter gage. However, significant differences
In standard deviation between the Autoprobe and the commercial
transmission gage were not found.

Assuming that the commercial transmission gage used in this
study provided acceptable measurements, the Autoprobe provides
7 to 18 percent greater'probability of indicating the mean
transmission gage density than the commercial backscatter gage.
Based on relative differences between the Autoprobe and the
commercial backscatter gage, the Autoprobe shows a 21 percent
improvement in the backscatter technique.

Efforts to further improve the Autoprobe density gage have been
initiated and laboratory modifications will be evaluated by

field testing. Hopefully, the modifications will improve the
backscatter gage efficiency when used on rough surface conditions
often encountered during field test operations.
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Sufficient field défa has not as yet been compiled to adequately
evaluate the Autoprobe moisture gage. Initial test data, however,
indicate that the commerecial and Autoprobe moisture gages yield
practically identical moisture conbent measurements. Laboratory
‘tests showed that the average Autoprobe moisture gage error is
approximately 1.1 lbs per cublc foot water content due to small
quantities of neutron capturing minerals such as iron and boron
and large quantities of bentonite or kaolinite. A commercial
moisture gage tested under identical conditions produced an
average 1.6 1lbs per cubie foot error.

The Autoprobe appeafs to be aboutb 45 percent less sensitive to
“ mineral absorbers. ‘The‘outstanding quality of the Autoprobe
‘moisture gage is‘thé count rate sensitivity to changes in
moisture content. Under normal operating conditions, the count
rate change for one pound per cubic foot change in water content
was found to be 121 percent better than the commercial moisture
gage. Under a 0.2 inch air-gap, the Autoprobe lost 7 percent
of its count rate sensitivity, compared to a 25 percent loss
for the commercial gage. This fact implies that the Autecprobe
moisture gage would be less sensitive to test surface
irregularities. The major factor contributing to this
performance is the high efficiency of the lithium-iodide
scintillation detector installed in the Autoprobe., The
proportlonal counter detectors found in most commercial back—
scatter gages poése#s enly a fraction of this efficiency.
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BASIC FACTORS

Discussed in this report are several factors common to both backe-
scatter and transmission modes of gage operation and others peculiar
to one mode only. '

One factor in common 1s the depth or material thickness that a
particular radloactive emission will penetrate. This penetration
depth 1s dependent upon the initial energy emitted by the radio-
active source, which governs the size of the test volume being
examined by the nuclear gage. Other common factors are radiation
detector type, and electronic monitoring equipment. In both gage
operating modes under consideration, the radiation detector is
located at the surface of the test material and the electronic
monitoring equipment attached to the detector requires no component
changes for each operating mode. Beyond these three, all other
basic factors depend on the mode of gage operation.

The differences in basic factors between the "transmission" and
the "backscatter" mode are dependent upon the physical position

of the radioactive source and its geometric relationship with the
radiatlon detecfor. For instance, a given radicactive source will
penetrate a particular test material to a depth that is goverhed
by the source, but the volume of test material being bombarded by
radicactive emissions is considerably different, due to the mode
of testing.

Source-detector separation, or the geometric relationship between
source and detector, has a basic mode difference. Test material
completely separates the source and detector in the "transmissilon"
mode. In this case, a lafge majority of attenuated emission
entering the radiation detector are those emerging from the test
material. In the "backscatter" mode, soil attenuated emissions

as well as non-soll attenuated emlssions enter the detector.

These non-soll attenuated emissions are independent of the test
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material and are théiresulﬁ Sf the emission flux surrounding the
source at the surface of the test medium. The presence of this

flux fileld, if not properly controlled, may prevent the "backscatter"
gage from yielding accurate test measurements. Adequate shielding
between the source and detector can eliminate a large portion of

the nonattenuated emissions.

Collimation of nonattenuated emissions entering the test materilal
(or attenuated emissions emerging from the test material) is an
effective tool that:éan be used to promote "packscatter" gage
accuracy. Source cdllimation, as stated previocusly, restricts

the number and direction of emissions entering the test material.
The attenuated emis$ions emerging from the test material in the
immediate vieinity of the radiation detector restrict the number
and direction of emissions that can activate the detector.
Collimation is therefore a geometric factor, and is most applicable
to the "backscatterﬂ mode.

Other basic factors relative to each operating mode are the
electronic monitoriﬁg'system'settings, which are an integral part
of the detector. These settings concern the magnitude of the
slgnals received frgm the detector and the emission energy which
can be detected. : '

These basic gage faéﬁors are all significant in considering the

efficiency, accuracy, physical size, and operating mode of a
nuclear moisture~density gage.
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GAMMA SOURCE EVALUATION

Discussion

A radioactive source is identified by the type of radiation
emitted and by the energies the emissions bossesses, Sources
under consideration must emit an adequate quantity of gammé
photons. Gamma photons are defined as amounts of bure electro-
magnetic radiation, similar to light or X-ray, ejected from the
interior of an unstable nucleus. Gamma photons or rays, being
pure energy with no mass, posses the abllity to pass through
materlals to a considerable depth. As the gamma photon proceeds
through a material, it collides with the atoms of the nmaterial,
losing a portion of its initial energy. The number of collisions
that occur and the amount of energy lost are functions of the
material density. Therefore, by monitoring the number of gamma
photons, of a given energy emerging from a test material, a
relationship between the material density and the number of
photons detected can be established. This relationship is the
basic principle governing the nuclear density gage.

The evaluation of any gamma source involves determination of

the initial gamma energies emitted by the source and the
attenuated gamma energies detected. One method of examining

the attenuating process is to examine the gamma photon energy
spectrum before and after bassing through a test material,

The spectrum, which is the relationship between photon energy
aﬁd numnber of photons detected, will indlcate how many gamma
photons of a given energy have been attenuated to a lower energy.

Attenuation is a photon energy absorption process which may

occur in one of three ways, depending upon the photon energy

state before collision. Energy is absorbed by pair production,
Compton scattering, or photoelectric absorption. Pair production
occurs when a high energy photon transforms itself into a
positron and electron palr, independent of any collision with an
atom of the test material. The positron will combine with another
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o available electron and émit atlow energy gamma photon., This
photon 1s commonly known as annihilation radiatiqp. When a

" gamma photon collides with an atom the reaction takes place
between the photon and an orbiting electron. Energy is expended
by the gamma photon to dislodge the electron producing an ion
pair, Compton scattering thus occurs when a portion of the
initial gamma energy is absorbed due to ion pair production and
the remaining photon energy is deflected to a different direction.
Photoelectric absorption occurs when a low gamma energy is
completely absorbed by the gamma-electron collision. The photon
in this case is completely annihilated(2).

Since pair productioﬁ is an independent gamma property and photo-
electric absorption éompletely annihilates the photon, Compton
scattering is the primary reaction which describes the attenuation
process that enables determination of the relationship between
gamma energy and maﬁérial density.

The preceding exposition strongly suggests that radio-isotopes
possessing initlally low gamma energies would be undesirable due
to the dominance of photoelectric absorption. In the research
being reported, three commonly used radioisotopes were selected
for evaluation and comparison; a 10 mc¢ Cesium-137, a 3 mec
Cobalt~60 and a 4,5 mec Radium 226-beryllium source. The initial
step towards evaluation was td'examine the initial gamma spectrums
of the three isotopes. Figure 1 indicates that radlum emits a
large quantity of 1ow:energy photoﬁ; thus photo-electric absorption
may be a predominant reaction. Cesium (Figure 2) shows a
characteristie energf of 0.662 mev whereas cobalt (Figure 3) shows
a range of high energy peaks(3).

“This spectrum evaluation provided background information on the
‘manner in which each source would perform. As a consequence, the
test program for radium—beryllium was shortened. Alsc indicated
was that cobalt would probably require a moderate amount of lead
-shielding for healthpﬁafety reasons as well as detector shielding.
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Another characteristic to be considered ig the half-life or change
in the rate of radiocactive decay. The half-life is the time
requlred by a radioisotope to reduce the number of radiocactive
emissions to one-half its initial number. This factor would
affect the calibration requirements of the nuclear density gage.

A short half-life would require several gage calibration
adjustments during the life of the gage. Cobalt-60 has a 5.27
year half-life whereas Cesium-137 has a 33 year half-life. Radium
226 half-life is 1622 years. Recalibration of a density gage with
a radium source would be unnecessary(4).

The evaluation of these three radicactive sources was accomplished
by comparing the gage sensitivity ratio, chemical composition

error and count-rate obtained with each source, The "SENSITIVITY
RATIO" is defined as the ratio between the detector count rate
obtained from the gage calibration for 110 pcf density to the

count rate obtained for'luo pef density. A large ratio, say

1.9, indicates that the gage possesses a greater sensitivity to
small density changes than a gage having a smaller ratio of say
1.3. The two reference densities (110 pef and 140 pef) were

chosen because they represent the wide range of materials densities
found under field conditions. To examine the gage error introduced
by chemical composition, the horizontal separation in pef between
the gage calibration curves (see Figure 4) is obtained from the
standard density blocks. Thus the source sensitivity to the
compositional differences between the calceium and the silicon
standards can be determined.

The count rate quality of the sources can be determined from the
density calibration curve. The required count rates are governed
from statistical consideration and are available in the '
"Specifications for Nuclear Density-Moisture Gage" included in

the Appendix. -
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Each gamma source wés examined in a backscatter gage arrangement.
A1l 1/2 inch x 1 1/2 inch sodium iodide scintillation crystal
served as the gamma detector for all three gamma sources. Other
experimental adjustments were made relative to source-detector
separation, source collimation, and lead shielding between source
and detector. The term lead shlelding, referred to as "PRIMARY
SHIELDING", refers to the additional lead thickness placed between
the source and detector and does not ineclude the 3/4 ineh thick

- lead cylinder housing, the detector, or the 1.75 inch lead cylinder
contailning the gamma source. A fypical experimental arrangement
of the gage apparatus showing the positioning of the primary
shielding is illustrated in Figure 5. During the initial series
of tests no additional primary shielding was placed between source
and detector. Following analysis of the initial test results, the
effects of increasing the source collimation and adding primary
shielding were explqred.

The three gamma sources were also evaluated in the "transmission”
mode. Calibration curves were obtained for each source by employ-
ing six standard denSity blocks. Transmission tests were

conducted at 6 and 12 inch depths below the surface of the standard
block. Figure 6 illustrates the arrangement of the "transmission"
apparatus. Horizontal source-detector separation was varied to
explore its relationéhip to "transmission" depth. The

sensitivity ratio, chemical composition error, and count rate
obtained with each source was examined and compared 1ln a manner
similar to the "backscatter" analysis.

Among the various thsical parameters of gages used during the
laboratory testing was lead (primary) shielding. As mentioned
-?previously, shielding is required to decrease the detection of the
gamma flux surrounding the source and improves overall gage sensi-
tivi?y to changes in-denslty. The source mechanism was designed

to shield 10 me of Cesium -137. This limited the size of the radium

- “and cobalt source that could be used from s health safety standpoint.
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The test results indicated that additional shielding is most
beneficlial for cobalt increasing the sensitivity ratio by as

much as 50 percent. Cesium test results showed only minimal
benefits: in this case, the ratio increased by about 10 percent.
The small improvement for the cesium gage is probably due to the
fact that the major portion of the flux is eliminated by the lead
source mechanism houslng and the lead detector housing.

The amount of shielding required for each source is a funetion

of the initilal gamma energies being emitted., High initial

photon energies require greater lead thicknesses; hence the

amount of lead used in a gage will govern the weight and dimensions
of the apparatus. With thils criterion in mind, it was verified
by experiment that cobalt requires about twice as much shielding
as cesium. The shielding needs of radium were not explored during
this investigation. S

Source—~detector separation is another factor governing gage

size. The primary factor governing source-detector separation is
also a function of the initial gamma energles belng emitted by
the source. High energies require a greater separation to obtain
optimum sensitivity than low energies. This hypothesis relates
to the path length tdken by a photon to attain a given moderate
energy. Test results showed that the high energy cobalt source
required approximately 15 inches to optimize the gage whereas

the lower energy cesium gage optimum was 11 inches.

The path length taken by a gamma photon also indicates the materiagl
thickness required to reduce an initial photon energy'to a
photoelectric absorption energy. This thickness or depth of
penetration 1s also related to the volume of test material being
sampled by the density gage. A series of tests were conducted

to determine the depth of penetration attained by the cobalt and
ceslum sources,
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‘The pehetfation depth?was determined by noting the change in
count rate due to a change in the test material thickness. Two
test materials were employed. A sandy-silt compacted in l-inch
lifts with an average density of approximately 112 pef and a
series of one-half-inch thick magnesium plates, having a 112 pef
density, served as the test materials.

A plot of "backsecatter" count rates versus material thickness
indicatedfthe thicknesses where the change in count rate was
statistically unchanged. This count rate defines the penetration
depth. The test materials were supported on wood, concrete, or
steel bases. A frame was also constructed to provide a l-inch
air gap beneath the test materials to determine its influence.
The changes in count rates were due to the combined influence

of the test material and the base support.

Test resﬁlts obtained with cobalt and cesium, respectively are
deplcted in Figures 7 and 8. The maximum penetrations on the
sandy-silt material were approximately 8.0 inches for cobalt and
7.2 inches for cesium. A much greater penetration depth with
cobalt had been anticipated. The magnesium plates data supported
that cbtained with thé sandy-silt. Cobalt and cesilum penetration

depths were approximately 6 1/2 inches. Data employing a magnesium

standard are presented on Figures 9 and 10. The difference in
penetration depths between the sandy-silt and magnesium is
attributed to irregularities of, and nonuniformity within,

the compacted soil. In each case the cobalt source appeared to
have greater penetration.

The relationships between material thickness and gage indicated
density for the cobalt and cesium source are representated

by Figures 11 and 12. Inspection of Figure 7 shows that 90
percent of the cobathgage;indicated density was obftained from
the top 5.3 inches of the sandy-silt while Figure 8 shows

that 90 percent of the cesium gage-indicated density came from
4.4 inches of the sanﬁy;Silt. The approximately one inch
:idifference between thé 90 percent indlicated densities was

confirmed on the magnésium plates (see Figure 11 and Figure 12).
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In summation these experiments indicated no significénb
difference between the photon penetration depths of cobalt and
ceslum. The indicated density from the cobalt source appears to
originate from emissions'from a slightly greater depth than
cesium possibly due to the greater source detecton separation

of the cobalt gage. '

Another parameter which may be related to penetration depth is
surface error. Surface error is defined as the density error
induced by irregular surface texture of the test material, In
many cases, surface texture can result in air gaps between the
bottom of the "backscatter" gage and the test material. Gamma
emlssions reflected from the air gap area may stream along the
gage test material interface toward the detector. The lack of
uniform contact with the material results in gage error,

Two procedures can reduce or eliminate such gage error, The test
surface can be carefully prepared to remove surface irregularities
before the gage is placed on the test material, or the gage can

be constructed to minimize these surface influences. As surface
preparation is time-consuming, various gage electronics (gage
configurations) were introduced to offset surface ef'fects, The
gage configurations pertain to the collimation of the gamma source
and/or gamma detector. Source collimation reduces the number,

and restricts the direction, of gamma photons entering the test
material. Detector collimation applies similar limitations on the
mederated gamma photons emerging from the test material beneath
the detector. A 10 mc cesium gagé waes empleoyed in this test series,

An irregular'surface texture condition was simulated by creating

an air gap beneath various components of the density gage. A

0.051 inch air gap, produced by one inch wide aluminum strips,
elevated the gage components above the test surface. Test data
indicate that an alr gap extending beneath the entire gage produces
the greatest error. Source and detector collimation generglly
reduced but did not totally eliminate surface error. The error was
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reduced” as the amouht of collimation increased. The optimum
collimation distances were not determined. Table 1 summarizes
the errors encountered under the various gage conditions examined.
Gage error was most evident when the air gap was beneath the
gamma source., This condition induced about twice the error
recorded for an air gap beneath the detector. Additional source
collimation (from 0.25 to 0.65 inches) appeared to equalize

the error due to soﬁrce or detector air gap.

The results tabulated in Part III (Table I) show the combined
effect of both source and detector collimation. The average

error under Part III (Table I) conditions, for an air gap under
the entire gage, was approximately 24 percent below the average
error reduced by sbﬁrce collimation alone. It therefore appears
that surface or aif‘gap errors can be reduced by some combination
of source-detector collimation. Air gap experimentation involving
the cobalt gage was not attempted during the course of this study.

The utllity of a "backscatter" gage depends on three calibration
qualities: sensitivity ratio, chemical composition error, and

count ratio. Priorfto 1972 the California Department of Transportation
minimum criterion fér an acceptable "backscatter" gage sensitivity
ratio was l.3. This criterion is the basis for this study.

The chemical composition effect is defined as the separation in
1bs/cu £t between the calibration curves obtained from a series

of calcium and silicon density standards. The maximum chemical
error acceptable is 4.0 pef for "backscatter" gage densities
ranging between 100 and 160 ﬁcﬂ based on the criterion established
prior to 1972, The count rate is defined as the number of
detected events recorded in one minute indicated at 140 pef on

the gage calibratlon curve. The minimum acceptable "backscatter!
count rate criterioﬁ is 10,000 counts per minute.

32 .




This study has indicated that both sensitivity ratic and chemical
composition criteria can be significantly improved. Fop exXample,
the "backscatter" sensltivity ratio can be upgraded from 1.3

to approximately 2.0. Chemical error can also be reduced from
4.0 pef error to about 2.0 pef error.

Under optimum gage condition cesium appears to be slightly
superlior to cobalt. Cesium sensitivity ratios were generally
greater than 2.0, whereas the cobalt ratios were slightly
less. Cesium also showed less chemical error than cobalt.
Average error over the Specified density range was approximately
1.5 pef compared to 2.0 pef for cobalt. Typical calibration
curves with the associated sensitivity ratio, chemiecal
compesltion error, and count rate, are presented on Figure 13
and Figure 14. Additional laboratory work with the cobalt
gage disclosed that when broperly adjusted the detector
discriminator interval can reduce chemical error to about

0.5 pef (see Figure 15). Disceriminator adjustments for the
cesium gage have not been performed; however, beneficial
results can be anticipated with appropriate adjustments.
Hence, from a calibration curve standpoint, the test data
indicate that cobalt and cesium are nearly equal.

Summarz

To summarize this discussion of gamma source; three commonly

used radiolsotopes (Cesium-137, Cobalt~60, and Radium 226-
beryllium) were evaluated. Following inspection of availabie
data radium was eliminated from further consideration in this
laboratory test.program. The predominantly low initiél photon
energies emitted by radium are susceptible to photoelectric
absorption. Therefore, in consideration of the time and economic
limitations of this project, experimental efforts were confined
to cesium and cobalt.
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Several nuclear den§ity gageﬁ%arémeters were investigated to evaluate
and select the most appropriate gamma source for the rprototype
nuclear density gage. The prime selection criterion was which

gamma source would provide the best sensitivity to density changes
and reduce chemical composition error. Teést results indicated

that cobalt and cesium possess comparable sensitivity and compos-—
itional qualities. The degree of equality with regard to these

two gage parameters hinges upon the gagé geometry; detector type;
amount of primary shielding, and the electronic diseriminator
capabllities associated with the gage.

In considering a suitable gamma source it was recognized that
. employment of cobalt, as opposed to cesium, would require a
' gage of greater overall dimensions and weight due to lead
shielding requirements. Cesium was initially chosen as the
preferable gamma source to usé in the prototype gage. The
design construction and operation of the prototype gage will
not, however, be severely restricted in terms of size or weight.
A final decision on the gamma source will be made only after
field evaluation of a cobalt source prototype gage.

The photon penetration depth, which relates to the test material
volume being sampled by the gage was considered. Generally
speaking, cobalt and cesium penetration depths are comparable,
however, the cobalt "backscatter" gage obtalns 90 percent of its

E Indicated density from a 5.3 ineh thileck volume of test material
~beneath the gage. The cesium gage obtains the same percent indicated
density from approxiﬁately L,4 inches of test material. Therefore,
The effective depth of test desired should be a consideration in
the selection of the gamma source.

Surface error induced by the surface texture of test material or
‘minor air gaps may egual about 3 pef from indicated gage density
‘f4r the cesium "backscatter" gage. Source and detector collimation
can reduce this'forﬁlof gage error, but may not totally eliminate
surface effect. The amount of surface error associated with the

"’ cobalt gage was not determined. '
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Chemical composition error was found to be approximately 2 pef
for both the cesium and cobalt gages under optimum configuration
condltions. Additional work with the cobalt gage showed that
fine adjustments of the detector's discrimination interval can
reduce chemical composition to a nearly insignificant amount.
Experiments with the discriminator interwval has reduced gage
error from about 2 pef to 0.5 pef.

The prototype nuclear density gage will have the capability of
field evaluating either the cobalt or cesium source. Intepr-
changeable gage components and adjustable gage geometry will
allow accepbtance of either source. The field evaluation of the
prototype gage will begin under Phase III of this project with a
10 me cesium source. If time and funds permit, the cesium will
be replaced with cobalt and a field evaluation program conducted
similar to the ceslum study. The final selection of the gamma
source will be made after a thorough fleld test analysis has been
completed.
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“NEUTRON SOURCE EVALUATTON

Two commonly used neutron sources were selected for the evalu-
" ation of the moisture gage. Several commercial gages employ
either Radium 226-beryllium or Americlum—241 beryllium. The
advantages and diSadvantages of each source were evaluated.

The first consideration is directed towards the characteristics
of each neutron source. A brief deseription of the neutron producing
reactions encountered is here presented.

The alpha-neutron (ajn) reaction and the gamma-neutron (y,n)
reaction are considered herein. The (a,n) reactions are common

to both radium-beryllium and americium-beryllium. Alpha particles,
emitted by both radium and americium, collide with the berylliium
nucleus and release a neutron possessing considerable energy.

A similar reaction between various gamma emissions and the beryllium
nucleus also occurs., Neutrons produced by the (y,n) reactions
possess relatively low initial energies. Alpha produced neutrons
peossess high initial energies. A tabulation compiled by the National
Bureau of Standards indicates that radium-beryllium will yield

15 x 106 neutrons per second per curie., The maximum neutron energy
produced is 13.08 mev with an average neutron energy of 3.9 mev.

The (y,n) reaction yield is 1.3 x 106 neutrons per second per curile,
The gamma produced neutron possesses energies up to 0.7 mev(5).

The americium-beryllium (p{,n) reaction process yields 2.2 x 10
neutrons per second per curie,

The advantage of radium-beryllium is greater neutron yield.

The yield is over seven tlmes the americium-~-beryliium yield.

The main disadvantage of radium-beryllium is the strong gamma
background emissions accompanying the neutron output. Statisties
indicate 6,500 gamma emissions accompany ohe neutron emission.
Strong gamma fields detrimentally affect neutron detectors; thus
moisture gage sensitivity is impaired. Another disadvantage is
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the number of low energy neutron emissions produced by gamma

(y,n) reactlions. Moderation of low inltial neutron energies

yields neutron energies that are susceptible to rapid thermalization
and subject to chemical absorption. Absorption of thermal

neutrons by nonhydrogen moderators produce molsture gage errors.

The following is a review of the mechanics of neutron moderation.
Several possible reactions may occur once a fast neutron enters the
moderating material. Hydrogen and nonhydrogen elements will
moderate neutrons to thermal energies. Two reactions are possible,
depending upon the initial neutron energy prlor to the collision.
Elastic scattering of the neutron reduces neutron energy and
lmparts kinetic energy to the nucleus it collides with. In-
elastic scattering produces increased changes in nucleus-neutron
kinetic energy and neutron path, as well as nucleus excitation
which causes the emission of a gamma photon. Neutron absorption

is the other possible reaction to consider. A moderator element
may capture the neutron and react in several ways. The by-products
of neutron absorption are gamma radiation, proton or alpha emissions,
or the release of a neutron by the absorbing nucleus(§).

The probability that a particular neutron energy will be

absorbed by a particular moderating element is expressed by the
probable cross-sectlional target area of the element. The units
associated with this probability are known as "Barns" or "Fermi®
and are expressed in multiples of 10—24 cmz(i). Low neutron
energies in and below thermal levels have high absorption probabilities.
An intultive evaluation of these facts seems to indicate that a
neutron source producing high neutron energies will yield higher
moderate energies after emerging from the moderating material.
These higher moderated energies are less susceptible to absorbing
elements. Thus, moisture gage error could be reduced by
detecting the intermediate neutrons above the thermal range. At
the present time, the moisture gage is solely dependent upon
detecting thermal neutrons.
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'Thé following descfﬁbes the ways in which neutrons can be used to
identify the moisture in a test material. Fast neutrons are
rapidly moderated by a small number of collisions with any hydrogen
atom. Therefore water or any other hydrogen-bearing mineral in
the test material will drastically reduce fast neutron energies
to the thermal neutron state. A fast neutron must collide with
approximately 18 hydrogen atoms before reaching a thermal neutron
energy. The number of scattering collisions with nonhydrogen
elements required to achieve a thermal state is relatively large
compared to hydrogen. For example, an average of 262 collisions
with numerous silicon atoms results in thermalization(7). The
thermalizing ability of hydrogen is attributed to the mass of

the hydrogen atom and the neutron mass. Both have approximately
the same mass, therefore a large amount of kinetie energy is
transferred from tﬂe neutron to the hydrogen nucleus during a
collision. Onece a ﬁeutron has been reduced to the thermal stage,
it is subjeet to abéorption by elements such as boron, lithium,
cadmium, iron, chlofine, sllver, gold and other rare earths.
Sufficient quantitiés of these elements in the test material
removes a porticn of the thermal neutrons from possible detection.

Two sources of moisture gage error require examination. First,
the thermal neutrons being detected may be a functlion of the test
material mineralogy instead of the actual water content of the
material. BSecondly, thermal neutron absorbers may cause the
moisture gage to indicate a lower water content than the true
amount. ‘ |

Consideration must then be given to seléction of the moderated
neutron energies which should be detected and which are less
susceptible tc absorption and more sensitive to changes in
moilsture content.

Radium~berylliium may be preferred to americium-beryllium from a
"backscatter" moderated neutron standpoint. The high initial
neutron energies produced by radium seems desirable. However, the
low photecneutrons and thermal neutrons output accompanying the
high energies may be detrimental to gage accuracy.
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4 rather important aspect of the nuclear'moisture—density gage
involves the gamma photon energiles being emitted by the neutron
source., Radlum-beryllium emits both gamma photons and fast
neutrons. Thus, this source can accommodate both gage functions.
The intense gamma output accompanying the neutrons affect the
efficiengy of most thermal neutron detectors. Ameriecium emits
relatively low gamma energies (.060 mev.) and would be less
troublesome in thils respect.

The preliminary evaluation of radium-beryllium eliminated this
particular neutron source from further consideration.

Next, the americium-beryllium source was evaluated by examining
the energy spectrum obtained with various neutron detectors, the
moisture gage sensitivity, and the absorption error. To
realistically evaluate the neutron source, the americium-
beryllium was placed on top of a 10 mec cesium gamma source.

This would simulate present commercial gage configurations. Test
results with and without cesium present are compared.,

First to be discussed 1s the neutron spectrum results in the
absence of cesium. A moderated neutrdn spectrum was obtained
with two Individual thermal neutron detectors. The fast neutrons
emitted by a 50 mc americlum~beryllium source passed through a
one-inch thick polyethylene plate. A "BF3" proportional counter
produced the spectrum presented on Figure 16, As this figure
indicates, the largest number of detected neutrons are in the

low thermal energy range. The spectrum portion near the upper
limits of the detector are of particular interest. These are the
epithermal neutron energies below the 0.5 mev. level, The change
in this predominant peak was monitored as changes in test material
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moisture content aﬁa gamma, ihtensity varied. A similar spectrum
was obtained with a "He-3" proportional counter (see Figure 17).
The difference in spectrum shapes are due to the operational
characteristics and the electronic settings used with each
detector.

Now that the general sectrum shape has been defined, how did

the 10 me cesium gamma source affecf the spectrum? Actually, the
gamma photons comiﬁg from the .cesium will not cause (ysn)
reactions since initial gamma energies being emitted are bvelow 1
mev. Therefore, any change in the detected spectrum is due

to the gamma flux ébtivating the detector., A large number of
gamma events were recorded by the detectors in the low thermal
energy region. Thereforé,'under actual field conditions, monitor-
ing this region of the spectrum would give erroneous moisture
content results. The increased count rate near the upper energy
limits of the detector were not as severe. Approximately 418,000
gamma counts were experienced with 10 me cesium present, as
recorded with the BF3 detector in the low thermal energy region
of the spectrum. The He-3 recorded 115,000 to 200,000 gamma events.
Thus a thermal neutron detector that is sensitive to lower thermal
energies is not deslrable in the presence of a gamma flux,

The experimental fiﬁdings suggest two possible alternatives that
coculd improve gage performance., First, a neutron detector capable
of refined energy diserimination would minimize gamma influence.
Secondly, water content may best be determined by monitoring
'épithermal or intermediate neutron energies., The first hypothesis
will be discussed later in this report,

The argument favoring epithermal neutrons and intermediate neutrons
concerns the resistance to capture by various elements found in
some soll types. Thermal neutron capture produces gage error,
Figure 18 represents the various moisture calibration curves
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obtained from our molsture standards, using. the cesium plug
americium-beryllium source and a BF3 detector., These calibratiocn
~curves 1indicate the error produced by a moisture standard containing
a thermal neutron absorber element (iron). A basilite material,
rich in iron, served as the absorber. The data points, resulting
from the basilite, showed a sharp departure from the linear
calibration line obtalned with the nonbasilite standards. Detector
discrimination can be a useful tool in eliminating this absorption
departure. Various energy segments of the detector spectrum
appears to be less sensitive to absorber error. Figure 19,
Obtained with the He~3 detection and Figure 18, obtained with the
BF3 detector show similar results. A similar trend was also

noted with a lithium~iodide seintillation crystal detector, see
‘Figure 20. 1In each case, the detection of higher energies tends

to minimlze absorption error. These results warrant a detailed
investigation in the area of detecting nonthermal neutrons.

To summarize this discussion, work to date has been limited to an
avaluation of americium-beryllium. The neutron spectrums obtained
by three different thermal neutron detectors indicate a single high
energy peak which could be monitored as a'function of moisture
content. Selecting a neutron detector with the ability to
discriminate and chosing the energies found in the high energy
region will eliminate or minimize absorption and gamma influence
errors.

Americium—beryllium, due to the absence of (y,n) reactions appears
to be the most desirable neutfbn source to incorporate into a
moisture-density gage. If epithermal and intermediate neutrons
can be detected by some other experimental technique, the
sarticular neutron source then becomes of less importance.
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* GAMMA DETECTOR EVALUATTON

The two gamma detectors considered here are the Geiger-Mueller
(G.M.) detector and the scintillation crystal detector. The
Geiger-Mueller detector is g ¢ylindrical cathode tube filled with
an inert gas. A thin wire anode is fastened to the center of the
tube. A gamma ray penetrating the tube and colliding with a gas
atom will cause ionizatiocn. The freed electron then migrates to
the wire anode producing an output signal. The G.M. tube is thus
activated and the gamma ray is detected. A small amount of a
quenching gas is added to the ionizable gas to discontinue
ionization during the signal pulse output. The time interval
required to return the gas to its unionized state is commonly
referred to as "dead time", During the dead-time interval
ionizatiqn events will not produce a signal pulse; therefore,

the efficiency of a G.M. detector is a function of its
"dead-time" characteristic(8).

A scintillation cryétal detector also functions ag an ionization
medium. When a gamma ray ionizes a sodium atom, a minute quantity

of light is emitted. The seintillation event occurs in approximately
one microsecond, which is about one-one hundredth of the "dead

time" required by a G.M. detector., The probability of a gamma

ray ionizing an atom of the crystal is much greater than

the ionization Probability of the G.M. detector. Therefore, the
scintillation crystal wlill record a significantly larger quantity

of gamma rays per given time than the G.M. detector.

The amount of light emitted by the seintillation event is
proportiocnal to the gamma energy causing the ionization. Thus
detection of various gamma energies can be accomplished by proper
calibration and adjustment of the electronic detector components.
The detection of various selected gamma energies 1s referred to
as "energy discrimination”.‘
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Three Geiger-Mueller detectors Wwere evaluated on the calcareocus
and silicious density standards. These detectors were tested

to determine the chemical composition error, due to gamma absorp-
tion by the test media, the minimum one-minute detector count
(cpm), and the sensitivity ratio.

Bach detector was evaluated in the backscatter mode with the

10 mc Cesium-137 as the gamma source. Each individually tested
G.M. detector was fastened to a lead channel with exposed ends

and detector surface adjacent to the test media. The cesium
source was contailned in a 1l.75-1inch thick cylindrical lead housing,
(see Figure 21),

Varlous source-detector separations and metallic filters of the
type employed between the detector and test material were examined.
These filters serve as low energy discriminators. Certain low
gamma energies are virtually eliminated from the detector spectrum
by this method(9). Although a considerable reductlon in the

count rate can be anticipated with filtration, a beneficial
decrease in chemical composition error may be expected., Severe
count rate reduction can be overcome by using multiple detectors.
Source~detector separation governs gage sensitivity to changes

in density. Sensitivity increases with increase in separation.

Another important gage factor evaluated through experimentation
was primary shielding. Primary shielding reduces or eliminates
the detectable radiation surrounding the gamma source, which is
independent of the moderated gamma radiation emerging from the
test material. Ideally, all detected radiation should consist
ol moderated gamma emission emerging from the test material (see
Figure 21).

The following i1s a discussion of each G.M. detector and the test.
results obtained by the "backscatter" mode. The G.M. Detector
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T is ofifhe:SEainlé%s steel halogen-guenched type. The manufacturer's
specifications for this equipment are listed in Table 2. Two
source-detector geometrics were used for this detector and 6.5 inch
and 10 inch separations wWwere employed. Various lead filters
ranging up to 0.042-Inch thick were used with 6.5-inch separation.
Two inches of primafy shielding was a constant gage component for
the 6.5-inch configuration.

The maximum count as determined for 140 pcf density from the
calibration curve was approximately 1000 cpm, far below the
‘10,000 cpm required for statistical reliability. Such a low
count rate would require'mulﬁiple detectors in an operational
gage.

The chemical composition error could not be maintained below
present "backscatter! specification limits (+4 pef) without a
~lead filter. The error was within the acceptable range when
the 0.042-inch thick filter was Placed beneath Detector I.

The sensitivity ratﬁos under all filter conditions and both
separation configurétions ranged from 1.32 to 1.43; above the
minimum 1,3 value presently acceptable for "backscatter" gage
performance. ‘

At the lO—inch_sourée—detectof configuration, the same filter
thicknesses were employed;- Primary shielding was maintained

at four inches. Thé tests showed no improvement in gage
performance, Chemiéal error and count rates worsened, while the
sensitivity ratio féll below acceptable values. A 0.0045-inch
lead filter elevated the sensitivity ratic to 1.97; but count
rate and chemical error were not within acceptable limits. In
this instance, a 200 cpm count rate and 12 pef chemical error

were recorded.

A summary of all detector test results is presented in Table 3.
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Geiger-Mueller Detector II is a tantalum-lined detector. Complete
eguipment specifications were not availlable and the detector is
no longer in production. Detector I1II was examined by the same
test procedures used for Detector I; the 6.5-inch separation,
however, was changed to 9 inches. Lead, brass, and a combination
of' both were examined for filter properties. The brass thicknéss
of 0.033 inches was not wvaried throughout the tht. Primary
shielding remained at four inches for all tests.

The test results showed that the single tantalum-lined detector
could not satisfy our minimum c¢ount rate requirement at either

8 inch or 10 inch gage configuration, As might be expected, the
count rates were smaller at 10 inech separation than at 9 inch
geparation, Chemical composition error showed a considerable
reduction with approximately 0.024 inch of lead filter and the
chemical error was reduced by approximately 50 percent. A lead-brass
combination was not effective with 9 inch separation but proved
slightly superlor to the lead filters, with 10 inch source-detector
separation. A 0,.0045 ineh lead filter plus the 0.033 inech brass
filter suppressed chemlcal error by approxlmately 70 percent.

All sensitivity ratios were exceptionally high and equivalent to
present "transmission" standards. The 10 inch configuration
produced ratios at the 1.9 level and the 9 inch configuration
resulted in ratiocs of about 1.7. As was noted with Detector I,
source—~detector separation appears to govern the sensitivity
ratio.

G.M. Detector 1II is a platinum-lined detector. Specifications
are listed in Table 3.

The test results for Detector 1 and Detector II indicated that
the 9-inch "backscatter" configuration was sufficient for test-
ing Detector III. Lead filters and 4 inch primary shielding
was provided in all tests.
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'As noted with the ather detectors, acceptable count rates could
not be obtained with a single detector. Chemical composition
error exceeded allowable limits in all cases, with one exception.
Using a 0.042 inch lead filter reduced chemical error to 1.8 per,
or 21 percent of the initial "no-~filter" condition. Sensitivity
ratios were comparable to those obtained with Detector II at the
9 inch configuratioen.

’
The “transmission“;configuration used with Detector III is
illustrated in Figure 22. A vertical and a horizontal dimension
are used to describe the "transmission" geometry. The horizontal
distance between the source and detector plus the vertical depth
of the cesium source below the surface of the test standard
identifies the "transmission" gage configuration. Two confipgurations
were examined; 10 inch horizontal separation with 10 inch depth
and 12 inch horizoﬁtal separation with 12 ineh depth. Lead filters
were exclusively used beneath the detector and four inches of
primary shielding remained adjacent to the detector, on the surface
and between the deﬁéctor and source. In this configuration the
primary shielding absorbed moderated gamma emissions emerging from
the density standard.

Transmission test fésults showed that no one-minute count rates
met minimum count specifications. Sensitivity ratios equalled
or exceeded 2.3 in all transmission configurations. Ratiocs as
high as 3.7 were attained, but the adverse affect produced on
the other éage parameters lead to rejection of many of these
high ratioc configurations.

These findings inditate that present ratio specificatlon might
be up-graded should'deeper.transmission depths or greater
scurce-detector sepérations prove feaslble. In general terms,
' the sensitivity ratio increases with increasing transmission
depth. |
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A lead filter beneath the surface detector proved of value in

the control of chemical composition error. The degree of effective-
ness was found to be a function of the filter thickness and of
transmission depth. For example, at 10 inch horizontal
separatlon and 10 inch depth a 0.068 inch filter reduced the
chemical error of the non-filtered configuration by approximately
60 percent. The error was reduced from 6 pecf to about 2 pecf.

By increasing the transmission depth to 12 inches, the chemical
error appeared to have been influenced by filter thickness., A
0.056 inch filter held chemical error to about 1 pef. The 0.068
inch filter showed 2.5 pef error for the 12 inch source depth.
Therefore, the optimum filter thickness seems to decrease with
increasing scurce depth. Chemical error control proved to be
effective with lead filtration of the Geiger-Mueller detector.

The 12 inech horizontal separation with 12 inech depth configuration
proVed unacceptable from.a count-rate chemical-composition stand-
point. The low count rates can be explained by the increased path
length and amount of energy moderation required tc reach the
detector. Chemical error to a magnitude of 6 pef was also
encountered. This again is a funection of the larger gquantity of
lower gamma energies reaching the detector. It is conjectured that
use of much fhinner filters would have reduced chemical error.

The Ttransmission data leads to the conclusion that sensitivity
can be greatly enhanced by proper source depth and horizontal
separation selection. Secondly, chemical error can be minimized
by appropriate filter thickness. Also, multiple detectors of
the platinum type could be used to satisfy the statistical count
'rate required. Transmission test results are summarized in
Table 4.
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For the limited number of tests and Geiger-Mueller detectors
examined, the Tantalum-lined Gelger-Mueller detector proved to
be the most desirable, from comparison of "backscatter®
performance. The count rates and controlled chemical error
were acceptable from a single G.M. detector standpoint.
Several detectors would be required to attain statistical
count stablility. The sensitivity ratic obtained from this
particular detector and gage configuration showed that
improvement of portable backscatter gages sensitivity can be
effected by proper gage construction.

A sodium-iodide seintillation crystal was the fourth and final
gamma detector to be examined. A summary of manufacturers!
specifications areziisted_in Table 5. Both "backscatter" and
"transmission" modes were used to evaluate this detector. An

~ 11 inch source-detector separation was used exclusively for all
"backscatter" tests. The 12 inch horlzontal separation with 6
inch and 12 inch source depth explored the "transmission" mode.

The experimental results indicate that both gage modes appeared
desirable and far superior to the Geliger-Mueller detectors. The
major advantage of the scintillation detector is its ability

to detect a larger duantity of gamma emissions in a given time
interval. Electronic filtering (energy discrimination) is also

an advantage and convenilence. Sensitivity ratios and chemical
errors were generally superior to the values obtained with the
Gelger-Mueller detectors, for both "backscatter" and "transmission"
configurations.

The cesium~scintillation "backscatter" gage configuration had an

11l inch source-detector separation, 2 inches of primary shielding,
no lead filtration and discriminators set to count two ranges of
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gamma energies 0.15 mev to 0.275 and 0.15 mev to 0.42 mev. The
transmission configuration used = 12 inch horizontal separation
and either a 6 ineh or 12 inch source depth. The detector
discriminator interval was set for 0,47 mev to 2.1 mev emissions.
Primary shielding and lead filters were not used.

"Backscatter" performance at each energy interval was examined
Wwith and without two inches of primary shielding. Shielding
improved the sensitivity ratio by about 5 percent; held chemical
error to 1.6 pef; and caused peculiar results in count rates,
Normally count rates decrease with primary shielding for all
discriminator intervals. The 0.15 to 0.275 mev interval produced
a higher count rate with primary shielding than without shielding,
This anomaly may be attributable to operational error. All
"backscatter" results met or exceeded every gage parameter
desired (see Table 5).

Under the two "transmission" conditions and constant discriminator
interval all experimental results exceeded all performance
criteria for "transmission" gages, and was far superior to the
transmission-G.M. detector performance. The sensitivity ratio
increased from 2.4 to 3.2 by changing the gamma source depth
from 6 to 12 inches. Chemical composition error, however,
increased slightly from 1.5 pef to 2.5 pef at the deeper depth.
As expected, the count rate dropped significantly with increased
source depth. An interpolation of count rates recorded at &
inch and 12 inch depths showed that the probable count rate at

8 inch depth (required at 140 pef density by this Department's
"transmission" specifications) is approximateliy 17,000 cpm.

Such a count rate would exceed the study criteria by 54 percent.

49



NEUTRON DETECTOR EVALUATION

Laboratory experimentation procedures entailed evaluating two
basic types of deteoﬁor: the proportional counter, and the
scintillator crystal. The scintillation crystal detector
produces a small burst of light energy when a thermal neutron

is captured. This event is amplified by a photomultiplier tube
and recorded. Thg basic¢ reaction mentioned above is commonly
known as the (n,af\reaction. A thermal neutron, when captured
will release an alphé particle or positive charged particle.

The alpha particle ié thus the primary factor in thermal neutron
detection. In the presence of the alpha particle the proportional
counter releases an évalanche of electrons to neutrallize the
positive charge. This discharge of electrons activates the
detector and the neutron event is recorded. The proportional
counter is comprised;of a tube lined or filled with a thermal
neutron~capturing material such as helium or boron.

Three proportional counter types were used in the evaluation
program; two of the boron-trifloride type, and the third a
helium type. Although each boron detector employs the same (n,a)
reaction, the boron states differ. One is filled with a highly
purified boron-trifloride gas, the other detector has an inner
lining of boron. The helium (He-3) detector contains an amount
of extremely purified helium gas mixed with a quenching gas to
prevent continuous detector discharge.

The manufacturer's literature provided valuable information
“concerning each detector's sensitivity to neutrons. A thermal
neutron detector could thus be clagsified or rated according to
various parameters. A review of this information permitted
pre-test evaluation of the detectors.
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The The boron type detector can be rated according to a number of
variables, including neutron sensitivity, gas fill pressure,
gamma sensitivity, voltage plateau,wcount rate, resolution,

pulse height and actilvation time.

The boron-trifloride detector would appear tc be the most
sensitive to thermal neutrons. Gas fill pressure governs the
efficiency of thermal neutron detection and an increase in f£ill
pressure will increase thermal neutron sensitivity. Although
such increase 1is desirable, higher gamma flux sensitivity, higher
operating voltage, and higher resolution values may offset the
major advantage. The recommended maximum fill pressures are
1.185 atmospheres for a two-inch diameter detector and 2.10
atmospheres for a one-inch diameter detector. The one-inch
diameter detector used in the experiments was represented as
having boron-trifloride gas at 0.527 atmospheres., This low
pressure 1is the probable cause of the low count rates recorded
during the experiments. A low pressure detector, however, has
such advantages as less resqlution and lower voltage requirements,
This detector's specifications and those of the’other detectors
evaluated are summarized in Table 6.

The boron-lined detector, by comparison, possesses less sensitivity
to thermal neutron energies, yet produces a high pulse or signal
output when activated. This detector is also less sensitive to
gamma emissions and operates at lower voltages. One apparent
disadvantage of this detector 1ls the relatively short operating
voltage plateau. Voltage plateau length will be discussed in
another section of this report.

Detector sensitivity is a function of the boron-10 concentration
on the inner wall. The boron-lined detector evaluated as a

0.2 mg/cm2 layer of boron-10 on the inner cathod wall of the
detector. Since optimum neutron sensitlvity, according to cne
manufacturer, requires 0.4 mg/cm2 the detector used for the
evaluation probably did not have optimum capability.
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The neutron-alpha Ch,a) reaction occurring in the boron ionizes
the argon-carbon dioxide gas in the detector which produces a
signal pulse proportlional to the ionizing energy. The main

' advantage of this detector is the Strong signal pulses produced
by the fill gas at low detector voltage. The boron-lined detector
is also capable of operating at temperatures to 200 degrees
centigrade without change in output characteristics. A further
advantage is its capability of operating in the presence of high
gamma fields, up to approximately 105 roentgens per hour. By
contrast a boron-trifloride detector is limited to gamma fields
below 10° roentgens per hour,

Literature describipg the helium (He-3) detector indicates that

it would be the most desirable tube type detector to use in a
nuclear moisture gage. All parameters mentioned in the boron
dlscussion appear to be a function of the helium gas fill pressure.
Overall detector'performance aprarently increases with increasing
pressure. It was alsoc noted that gas fill pressures equal to,

or greater than four atmospheres will capture all thermal neutrons
entering the detectdr.

The He-3 detector has the capaclty to detect thermal (0.025
ev.), epithermal (0.1 to 100 ev.), and intermediate (1000

to 500,000 ev.) neutron energies. The efficiency of detecting
each neutron class dépends upon the £ill pressure. The detector
used has a two atmosphere pressure, which is relatively low.
According to published data, such pressure will permit a detector
efficiency of from 40 percent for thermal neutrons to less than
one percent for intermediate neubtrons. Therefore, detection of
nonthermal neutrons is posslible, if desired. All other detector
parameters appear to be similar to these of the boron lined
deteétor,

The basic neutron-helium molecule reaction produces a single helium

atom, a single hydrogen atom, and a release of energy. The
energy released produces the output pulse of the detector.
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A europlum activated lithium-iodide scintillation crystal
detector was also evaluated. This detector's efficiency in
detecting thermal neutrons is claimed by the manufacturer to
exceed 90 percent. The basic reaction is: 3Lﬁ +v&ﬂ——2H€{+H34-Q
The lithium capture of a thermal neutron produces an alpha
particle, a triton atom, plus a reaction energy of 4,78 mev,
which is shared by the two reaction particles. Nonthermal
neutrons will also produce alpha and triton particles, but will
impart higher energy. These reactions, however, depend upon the
lithium enrichment and temperature of the crystal.

The principal advantage of using a lithium-iodide detector lies
in the increased brobability of detecting epithermal and inter-
medlate neutrons, as well as fast neutrons between 0.5 to 1.0
mev. The probability of detecting a fast neutron in this range
is about one percent. Detection of fast neutrons greater than
1.0 mev. can be accomplished by lowering the crystal temperature
to extremely low values. For example, a 7.5 mev., neutron can

be detected by lowering the crystal temperature to -200°C. However,
this is not practical at the present time. The lithium-jiodide
crystal has a particular affinity for intermediate neutrong in
the vicinity of 0.3 mev at normal cperating temperatures. The
probabllity of detecting this energy is approximately 12 percent.

Another major advantage of this detector is low energy gamma
production. The reaction between the lithium molecule and the
colliding neutron will not result in gamma radiation. Only
iodine-neutron and europium-neutron reaction wWill produce gamma
emissions. The number of neutron capturing reactions occurring
due to the iodine and europium is estimated to be from one to

11 percent of the total capture capacity of the crystal., Re~
duction of ilodine and europium capture is accomplished by greater
lithium enrichment,

A summary of the lithium iodide crystal specifications used in
this study is presented in Table T

53



;FTherliterature survé& has provided a basis for selection of the
most desirable moisture detector. This pre-evaluation favors

the scintillation detector. The tube, or gas filled type detector
appears least deslrable. Comparison of the tube detectors shows
that He-3 and BF3 detectors would perform equally well, on the
basis of their gas fill pressures. The boron lined detector,

on the other hand, possess desirable electroniec consideration.

*-With these facts in.mindg an evaluation of these detectors on
“an experimental basis was begun. A 33 me americium-beryllium
neutron source combined in tandem with a 10 mc cessium gamma
source was used to defermine each detectors capabilities.

Gamma Sensitivity can be defined as the ratio between the gamma
pulse helghts and the neutron pulse heighté. The magnitude of
gamma sensitivity determines a detector's ability to discriminate
between neutron and gamma events. Activation of the detector

by a gamma flux adversely affects its ablility to measure moisture
content. Elimination of gamma activated events can be accomplished
by mechanically filtering or shielding the detector from gamma
emissions. Each of the neutron detectors tested had sensitivity
to gamma radiation to scme degree.

An experimental'proéédure was formulated to determine the number
of gamma events being recorded by the neutrdn detector at various
gamma energies. A “background" count was first obtained to
determine the numbef;of gamma events. Then a 100 mec cesium
source, a 10 mc cesium source, and a 3 mc cobalt source were

in turn blaced near the detector and the respective count rates
recorded. The numbér of gamma events detected versus the energy
interval selected for detection are shown in Table 8 for the
cesium sources only.” The results are gquite conclusive. A large
32 and the
boron lined detector. The gamma events in the low energy region

number of gamma events wWere recorded by the He-3, BF
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are extremely vulnerable to detection. Unfortunately, the
lower energy region also contains the thermal neutron region.
The count rates in Table 8 result from extreme conditions which
would normally be prevented or reduced by proper detector
shielding. Another possible way to alleviate gamma influence
is to set electronic discrimination levels as high as posgsible,.

It was unnecessary to i1llustrate the use of cobalt since the
gamma photons vary only as to the amount of energy they poasess.
All other characteristics are the same.

The least sensitive tube-type detector was the boron-trifloride
detector. In the presence of 100 mec of cesium, the BF3 detector
can eliminate approximately 99.8 percent of the gamma counts by a
slight upward adjustment of the threshold discrimination setting.
The boron lined detector possesses about the same reduction
character, but the percent reduction appears to be smaller,

The He-3 detector, most sensitive to gamma fields required a
considerable change in discriminator setting to reduce the

gamma influence.

The relative sensitivity of the detectors was not measured since
different electronic amplification settings were employed for

each detector, The primary purpcse of this study was to show

the relative magnitude of the detected gamma pulse height compared
to the detected (n,a) reaction pulse height. This was accomplished
by viewlng the detector signal output on an oscilloscope. Each
detector was ranked according to the ratio between the maximum
pulse height and the maximum gamma pulse height. This particular
ratio will give an indication of how successful the neutron
detector is in segregating neutron and gamma events. On this
basis, the oscilloscope showed that the He-3 detector possessed
the lowest pulse height ratic (10:1). The Be BF3 gas detector
provided the best results, showing (30:1) ratic. The boron lined
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detector posséssed'aﬁ intermediate ratio of (20:1). Therefore,
the boron trifloride reveals the best separation between neutron
and gamma generated pulse heights, of the tube detectors examined.
The lithium-iodide crystal, (as stated in the literature review)
is probably the least sensitive to gamma emissions and probably
possesses a larger pulse.height ratio than the boron-trifloride
detector. It is planned to confirm this assumption through
experimentation at a later date.

A further means used to compare detectors involvéd examination

of the calibration curves obtained from Department moisture
standards, and resulting energy spectfums. A description of the
proportional counters used to obtain the calibration curve is
listed in Table 6. The moisture standards consist of compacted
Ottawa sand with a épecific water content. A 10 mc cesium gamma
source and a 33 me americium-beryllium neutron source were placed
on the surface of the moisture standard adjacent tc the thermal
neutron detector, see Figure 23,

The lithium-iodide detector will be discussed first. The neutron
spectrum obtained from the three moisture standards indicate the
change in the number of recorded events for any given neutron
energy within the detector's limits. Figure 24 shows a plot of
the recorded data with the increase in the number of neutrons
béing detected as the water content inereases. Most noticeably
is the number of recorded events between the 6.5 to 7.5 volt
interval of the single channel analyzer. Although there is an
inerease in the numﬁer of low energy and thermal energy events,
the marked change in the'higher energy region appears more
significant. Therefore, it may be desirable to monitor this
particular high energy interval instead of the thermal neutrons
conventionally acceﬁted as a function of moisture content.
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The calibration curve also reflects the desirability of monitoring
the higher energy region of the spectrum. High energy detection
provides less gage sensltivity to changes in moisture content

than the detection of a broad band of energy including low
energies, but seleeting narrow bands of high energy will reduce

or eliminate chemical absorption error. Figure 25 repregsents the
calibration curves obtained with the lithium iodide detector.

One moisture standard contains an amount of Basolite, an iron rich
material which will absorb thermal neutrons. The location of the
basolite data points on the calibration curves indicate the amount
of error induced by neutron absorption. The amount of error was
found to be a function of selected energy interval, The precise

- energy band for eliminating all chemical effects has net been
found, but energies detected between 6.0 and 10 volts are being
considered for additionél testing.

A similar review of the calibration curves obtained with the
He-3, BF3 and B-10 lined detector alsc indicated the pessible
elimination of chemical absorption effects by electronic
discrimination. The BF3 detector showed that energies 8lightly
above and adjacent to the thermal neutron region provides
desirable results, see Figure 26. The B-10 and He-3 detectors
seems to favor higher energies for absorption elimination. Both
detectors displayed similar calibration curves.

The calibration curves obtained from the boron and the helium
detectors show considerable flucuation in the thermal energy
and the high energy regions. Monitoring the high energy region
did not reduce the absorption effect, Figure 27 and Figure 28.

Another comparable bparameter, mentioned previously, is the
detector's sensitivity to changes in water content. Moisture
sensltlvity, as defined by values taken from the calibration
curve, ls the ratio between the recorded count rate taken
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at 20‘pcf and 5 pcfimoisture. The Departments nuclear moisture
gage specifications require a ratio equal to three or more. On
this basis comparison can be made of the ratios and calibration
curves obtailned with each detector. In Figure 29 the best fit
calibration curve for each detector 1s presented. The lithium-
iodlde detector is obviously superior to the helium and boron
detectors from a count rate standpoint. The count ratio was

3+32 which exceeds the Departments specification requirement.
The He-3, BF3, and B-10 lined detectors were inferior to the
seintillation detector with respect to count rate but did
exceed the lithium-iodide detector in count ratio. Test
results show ratics of 3.60, 3.45 and 3.50 for the He-3, BF3,
and B-10 lined detectors, respectively. Hence, the count

ratio may not be a true indicator of moisture gage performance,

Statistically, the scintillatilon detector is much more reliable
for determining moiéture content than the other detectors. A
high count rate will tend to mask or override the random errors
inherent in all.gages.

Another method for defining detector sensitivity Involves
'calculating increasefor decrease in count rate per pef wabter
content., This definition indicates that lithium-iocdide possesses
a sensitivity of 80 counts per pecf water content. Sensitivity

i3 approximately 10 counts per pcf for the He-3 and B-10 detectors
and 5 counts per pef for the BF3 detector. The scintillation
detector 1s therefore the most desirable from this standpoint.

Low count rate and low counts per pcf water content are principally
due to detector efficiency. For example, many of the neutrons

which penetrate a tube type détector will not collide with a
capturing nuclei, and pass through the detector unnoticed. This
condition is particularly true for higher energy neutrons. Gas

- fill pressure, as mentioried previously, 1s. one method of centrolling
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high energy neutron detection. According to one detector manufacturer,
the effliciency is defined by the equation: l-e :Ead, where =

= capture element density, a = Avogadro's number (3840 x 10—2q

cme), and d = path length taken by the neutron through the detector.
Gas filled pressure controls density and governs efficiency.

Another method of increasing efficiency would be to return undetected
neutrons to the detector for a second chance of being captured.

A reflector material redirects the neutron towards the detector,

giving it another opportunity to enter and collide with the capture
element.

.Polyethylene is currenfly belng used by one manufacturer to achieve
this process., An optimum amount of polyethylene surrounding

the detector can increase its efficiency by approximately two
percent, according to the manufacturer.

A question arises concerning such employment of polyethylene.

The investigators feel that, although initially undetected

thermal neutrons are returned to the detector, a number of
non-thermal neutrons are moderated in polyethylene and also

. returned. These neutrons will not represent the moisture content

of the test material. Although the thermal neutrons produced

by the polyethylene increases the number of detected events, they
are not a function of the moisture content of the test material,

but rather a function of the thickness and placement of polyethylene
surrounding the detector. The benefits of polyethylene will require
additional study. '

The detector stability parameter involves the change in count

rate caused by changes in detector voltage and ambient temperature.
The variation produced by the change in voltage is a direct result
of the volftage plateau characteristics of each gas-filied detector.
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The relationship b%tween thé applied detector voltage and the
count rate 1s shown in Figures 30, 31, and 32. Before discussing
test results, a nuﬁber of experimental parameters require definition.
These concern the selection of various electronic adjustments.
For example, the detectors signal output can be governed by two
specific componenté; the detector's preamplifier, and linear
amplifier, These ftwo component adJustments, in concert with

the applied detector voltage and selected energy interval, will
determine the number of events recorded in a given time interval,
Varyling applied voltage, while holding other parameters constant,
produces the plateau characteristic curve.

With these parametéers in mind, it is possible to evaluate each
detector's plateau curve. Figure 30 shows the various plateau
curves obtained with the He-3 detector. Starting with H.V.

Curve A, (at the left side of Figure 30), the energy interval

or discriminator interval, was set to fecord a very wide range

of neutron energies. As the applied voltage was increased, no
major change in the count rate ccecurred until the voltage exceeded
800 volts. Above 800 volts the count rate rose sharply with
increasing voltage. At 1000 volts, the count rate rises more
slowly resembling a step plateau region. At 1200 volts, the

count rate again increases dramatically. The major cause for

the long flat plateau between 0 and‘800 volts 1s probably electronic
"noise" being generated within the electronic system. The He-3
detector is not activated until the applied voltage exceeds 800
volts, therefore, the detector's operating plateau is defined
between 1000 and 1200 volts.

The two curves designated "B", immediately below this plateau
(again referring to Figure 30) were obtained by increasing the
preamplifier voltagé gain, increasing the linear amplifier
coarse gain, and décreasing the count interval to 30 seconds.
The lower l1limit of the discfiminator interval was also raised %o
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a higher threshold energy. The voltage plateau appears to have
shifted to a slightly lower voltage range and lengthened its
plateau from 200 volts to about 300 volts. A further incerease

in the threshold energy had no additional effect in lengthening
the voltage plateau. Increasing the threshold energy lowered

the count rate in the plateau region. The vertical separation
between the first curve and second set of curves is primarily

due to the change in discriminator setting. A wide discriminator
interval, which includes extremely low energies, detects the
electronic "system noise" as well as gamma events.

It was interesting to'note-the drastic shift of the plateau
location when the lower threshold energy was changed by a large
factor. Note the relationship between Curve A and Curve C on
Figure 30. The general shape of the plateau curve did not
change, but the plateau location changed from the 1000 to 1200
applied voltage viecinity to 1400 to 1600 volt range. Curve C
indicates that the applied voltage must be greater than 1150
volts before the electronic apparatus begins recording detectable
events.

Finally, a reduction in the Preamplifier wvoltage gain and the

linear amplifier fine gain had the dual effect of shifting the
plateau to a higher voltage interval and of increasing the

count rate. This was established by inspecting Curve C and Curve D.
As noted before in the discussion of the B Curves, the adjustment
of the lower threshold energy produced a decrease in the plateau
count rate and slightly displaced the plateau to a higher voltage
range.

The plateau length for all practical considerations is nearly
nonexistent. 'The experimental results indicate that the 8-~inch
long He-3 detector possesses a noticeably steep and extremely
short plateau. The plateau slope (defined as the total change
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““in count rate within the plateau, divided by the plateau voltage
length, ) is approximately 75 counts per volst.

Figure 31 represents the plateau characteristics of the 2-inch
diameter boron-trifloride detector. Of note is the relatively
horizontal plateau at a count rate between 2000 and 2500, Curves
A and B show the effeéct of varying the linear amplifier setting,
while the other electronic adjustments remain constant. The
~diseriminator interval for both curves reflected a wide range

of energies, ineluding system noise. The slight vertical and
lateral displacement betWéen Curve A and Curve B is the direct
result of a decrease in coarse and fine gain settings of the linear
amplifier. The platéau length was increased by the lower gain
settings by approximétely 150 volts. This elongated plateau
cccurred between 900 and 1150 volts.

Curve C and Curve E indicate the change in the plateau curve due
L to changes in preamplifier and discriminator settings. The
‘preamplifier charge éensitivity and bias resistance were reduced
by a factor of 10 and the voltage gain reduced by a factor of

4., The lower discriminator threshold was also raised to reduce
"system noise". Thpéshold changes did no% noticeably change the
count rate. Reduction of the preamplifier adjustments caused

" the plateau to shift’ to a higher voltage interval and the plateau

" length to shorten. The plateau was displaced by approximately

50 volts. Curve C is similar to Curve B. Lateral plateau

~displacement was the result of the reduction in the linear amplifier

coarse gain setting. The plateau displacement is aboub 200 volts.
No change of the pléteau length was recorded. The slight decrease

| in the count rate wés attributed to a small change in disceriminator

settings.
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Curve D can be compared with Curve E on the basis of preamplifier
change sensitivity. Increasing the sensitivity by a factor of

10 displaced the plateau to a higher range, by 150 volts, and
shortened its length by approximately 50 volts.

In summation, 1t was shown that changes in either preamplifier
or linear amplifier galn will alter the count rate in the
vielnity of the plateau. Decreasing the linear amplifier cocarse
galn and fine gain will displace the location of the plateau to
a higher voltage interval. Increasing the preamplifier charge
sensitivity shifts the plateau to a lower voltage interval. In
both cases, plateau lengths will vary oy approximately 50 volts.
The most desirable operating voltage appears to be between 900
and 1150 volts. In this interval, the plateau length is 250
volts and the plateau slope is approximately two counts per volt.

The one-~inch diameter boron-trifloride detector plateau curves

are presented on Figure 32. This detector appears to be the most
desirable from plateau and operating voltagé considerations.
Preamplifier and linear amplifier settings were not evaluated.
From the two preliminary tests made, the significant parameter to
be considered is the discriminator interval. The governing factor
was the lower threshold setting. Increasing the threshold energy
reduced nolse and increased plateau length. Curve B was gselected
as the optimum plateau curve.

Thus, the detector will perform between 150 and 1300 volts without
any significant change in count rate. The plateau is exceptionally
flat and has a slope equal to 0.65 counts per volt.

The plateau evaluation of the three detectors has indicated the
boron~trifloride detector to be the most desirable from an operating
voltage-plateau length standpoint. The helium detector was
considered unaccepbable due tc the extremely short and steep

plateau characteristics. The boron-lined detector would appear to
be acceptable granted that provisions are made to control and
guarantee the applied operating voltage.
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The remaining parameter to bé‘discﬁssed which affects the plateau

is operating temperature. The detector's sensitivity to temperature
was determined by placing the detector in an oven and recording

the count rate at wvarious ambient temperatures. The voltages
applied to the detectors were the midplateau voltages as determined
by previous tests,.

The boron-trifloride detector operated at 900 volts was found to
maintain a relatively conStant count rate up to 300 degrees
Fahrenheit. Count rates for temperatures exceeding 300 degrees

- Were not recorded due to the failure of the detector cables under
these high temperatures. The cable insulating material melted
shorting the shield:to the conductor preducing erratic count
ratés. The actual change inlfhe count rate at 300 degrees was
about five percent greatér than the rate at room temperature,
which was slightly above the expected statistilcal variation of

. the neutron emissions.

Variation of the apﬁlied voltage did not affect the count rate
as temperatures increased. A 50 volt decrease or increase in
the applied voltage resulted in only +3 percent change in count
rate recorded at 250 degrees Fahrenheit, probably due to the
statistical randomness of the neutron source,

The He-~3 detector was subjected fo similar temperature conditions
imposed upon the 2 inch diameter BF3 detector. The He-3 performed
quite differently than the BF3. The applied voltage used,
according to the plateau curve, was 1500 volts.

The experimental relétionships established between temperature,

count rate and voltage are presented in Figure 33. 'The He-3
detector possesses a fairly stable count rate between ambient
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room temperature and 200 degrees Fahrenheit. Beyond 200 degrees,
the count rate rises sharply. For example, at 270 degrees the

count rate 1s 22 percent higher than the count rate for 200 degrees.
Changes also occur with changes in applied voltage. At 270 degrees
increasing the voltage to 1550 volts produced a 10 percent increase
in count rate above the rate recorded at‘lSOO velts. A B0 volt
decrease at the same temperature reduced the count rate by
approximately 15 percent. Thus, temperature stability cannot be
malntained at temperatures above 200 degrees Fahrenheit.

An Inspection of Figure 34 shows how temperature influences the
boron trifloride 2 inch detector. The temperature test was
conducted with 1350 volts applied to the detector. The figure
Indicates that count rate remains relatively constant from 100
to approximately 250 degrees Fahrenheit. Temperatures in excesg
of 250 degrees induce a tremendous jump in the count rate. A 20
degree increase to 270 degrees increased the count rate by 70
percent.

A 50 volt increase in applied voltage did not effect the count
rate significantly for temperatures between 100 and 250 degrees,
A 50 volt decrease in applied voltage decreased the count rate by
11 percent at 110 degrees. Thus, voltage drop appears to have
the greater influence on the count rate.

This investigation of detector count rate stability with changes
in temperature has shown conclusively that the boron-trifloride
B(BF,) detector will remain relatively wnaffected by high
temperatures. Both boron-lined and helium detectors are limlted
. to a particular range of temepratures and become subject to
variations of applied voltage due to plateau characteristics.
Therefore the BF3 detector appears supperlor to the other

- detectors from a ftemperature standpoint.



“'Up to this point the fnvestigaﬁors have pregented data concerning
conventional fube type thermal neutron detectors. Table 9
summarizes the experimental findings. These indicate that the
boron-triflioride detector embodies the most desirable overall
qualities. No valid comparison between this detector and the
lithium-iodide scintilaltion crystal can be made since the

crystal will out~perform the BF3 in every parameter, with

possible exception of temperature. Data concerning temperature
stability of the crystal has not been obtained through experimentation
as permanent damage might have resulted from extreme temperatures,
- More information from scintillation phosphor manufacturers must be
secured hefore proceéding with laboratory experiments.

‘There are several otheér advantages and disadvantages which should
be considered in evaluating a the lithium-iodide detector.

The noncrystal components of the detector, such as the
photomultiplier tube and preamplifier should be considered,

Such detector characteristics as count rate drift and pulse

- helght resolution should also be investigated.

“An experiment to explore count rate variation of the lithium-

iodide detector resulting from temperature fluctuation was performed
in a small drying oven. The lithium-iodide detector consigting

of the scintillation crystal and attached photomultiplier tube

"was positioned in the oven and aligned with a 33 me¢ americium-—
beryllium -10 mec cesium source and a Y-inch thick polyethylene
.block was placed in contact with the exterior oven wall.

~‘Fast neutrons moderated by the polyethylene block, were initially
monitored by the detector at room temperature (75 degrees Fahrenheit).

A count rate spectrum was then obtained by leaving the upper discriminator
at the maximum setting and incrementally raising the lower discriminator
“threshold to higher settings. The oven temperature was then elevated

to 140 Qegrees Fahrenheit and allowed to stabilize for approximately

1/2 hour before the count rate spectrum was again obtained.
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The data, plofted on Figure 35, indicate a relatively stable
count rate can be obtained throughout the 75 to 140 degree
temperature range by setting the lower threshold discriminator
midway between zero and the upper limit. This particular
disceriminator region registered count rate variations which were
within or slightly greater than the expected variation due to
random nuclear events.

The greatest count rate fluetuation occurred when the lower
fhreshold was set above the mid-point mentioned above. A count
rate reduction amounting to approximatel& 65 percent of the ambient
(75 degrees) count rate, appeared to be the maximum variation.

Another count rate specfrum, obtained by monitoring narrow
Incremental discriminator intervals, disclosed the region of
maximum count rate alteration. In Pigure 36, it can be observed
that the 65 degree rise in temperature actually increased the

count rate by about 150 percent for a narrow disceriminator interval,
slightly greater than the mid-point discriminator setting. As

the discriminator interval proceeds upward, the count rate fell
approximately 20 percent.

The spectrum shape of Figure 35 and the conclusion derived from
Figure 36 appear to indicate that a discriminator setting that
includes the upper limit and half of the total spectrum wilil
provide count rate stability for temperatures between 75 to 140
degrees Fahrenheit. The rise and fall of- count rates within this
reglon must compensate in some degree for the temperature effects.

The upper half of the discriminator range was, therefore, selected
for use by the Autoprobe moisture gage. Other parameters, such as
chemical composition error and count rate sensitivity, were
consldered acceptable for the discriminator limits chosen.
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Prom all indicatiéhs, the lithium-iodide detector would appear

to be the preferable componént for the Autoprobe moisture gage.
Field evaluation of this detector will establish its operational
potential. Provision for field testing both proportional counters
and the scintillation detectors is afforded by the baslc design

of the prototype moisture-~density gage. The versatile features

of the prototype gage will be discussed in ancther section of

this report.




PRIMARY SHIELDING OF GAMMA EMISSIONS

The backscatter density gage configuration permits detection of
gamma emissions traversing the distance between the source and
detector within the gage (Figure 37). These emissions are
independent of the backscatter emissions attenuated by the
material under test. Variocus lead thicknesses were placed between
the source and the detector to attenuate and absorb the undesired
emissions and permit evaluation of the number of non-density
attenuated emissions,

The detection of nondensity attenuated emissions affects back-
scatter gage performance by reducing gage sensitivity to changes
in density; by increasing the standard count rate; and by affecting
the chemical composition error of the gage. To investigate the
influence of these three factors, a 10 mc cesium source, corntained
in a 1 1/2 inch thick lead housing, and a 1 1/2 ineh x 1 1/2 inch
sodium iodlde scintillation detector, housed in a 3/4 inech thick
lead housing, were employed as basic backscatter apparatus. Lead
thicknesses, placed between the source and detector housings,
consisted of either thin lead sheets and/or 8 ineh x % inch x

2 inch lead blocks. The total thickness of sheets and/or blocks
is defined as that of the "primary shielding" used during any
given shilelding experiment. Evaluation of primary shielding
effects was determined by placing the cesium backscatter gage on
the six California S8tandard Density blocks.

The backscatter experimental data indicated that 2 inches of
primary shielding increased the gage sensitivity ratio by
approximately 9 percent. In other words, the gage's sensitivity
to changes in density improved. Gage calibration curves showing
the change in sensitivity are plotted on Figure 38. A 2.6 percent
ratio increase was noted with 0.25 inches of primary shielding.
boubling the thickness from 0.25 inches to 0.50 inches produced
an additional 1.5 percent ratio change. The effect of primary
shielding, under the gage configuration employed, 1s apparently
maximized with 2 inches of primary shielding. Lead thicknesses,
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" in excess of 2 inchés.re%u;téd in negligible benefits. For
example, 2.25 inches prodiced leéss than 0.1 percent ratio increase.
Therefore, 2 inches appeared to provide optimum benefits.

The position of the'pfimary éhielding between the gamma source
and detector may have been a decilsive factor in the shilelding
effectiveness, In bhe backscatter gage experiments the primary
shielding was ‘placed in conbtact with the source housing. Since
the source—detectorﬂseparation used was 1l inches, an alr space
of approximately 5 inches between the primary shielding and
detector housing méy have some influence on detector count rates.
No attempt was made to determine the influence of positioning the
primary shilelding equally between the source and detector, or

in contact with the detector housing. Recent research has indicated
that shielding pladément wlll affect detector counts.

Figure 39 illustrates the average decrease in detector count

rate with increasing amounts of primary shielding for the density
standards ranging from 95.7 to 173 pef. These data indicate that
primary shielding eierted a greater Influence on the three calecareocus
density standards than did the siliceous standards. The probable
cause of the differences in primary shielding effects is the gamma
absorption propertiés of calcium. Since calecium has approximately
four tilmes the gamma absorbing capacity of silicon, a lower

- count rate might be expected from the calcareous standards.

The average percent_count rate reduction as a result of primary
shlelding when using the California density standards igs shown
on Figure 40, The optimum influence of primary shilelding is
fairly well defined near the 2-inch mark.

The trend noted witﬁ“refefence to the effects of primary shielding

on chemical compdsi%ion error, was toward a slight enlargement
of the error. The cause of the increased error is due, in part,
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to the subsequent reduction in the count rate. In the absence
of primary shlelding, the detection of the undesirable source

emisslons compensates to some degree, for the loss in detector
count rate due to chemical absorption within the test material.

The calibration curves presented on Figure 41 indicate the
maximum chemical composition error without primary shielding i1s
1.5 pef, at 100 pcf density. The chemical error, between the
siliceous and calcareous calibration curves (110 pef to 140

pef density), was about 1 pef or less. This amount of error is
relatively slight as the allowable commercial backscatter

gage is U pef for densities from 100 pef to 160 pef. It, however,
increases with the introduction of primary shielding. One-fourth
inch of primary shielding appeared to intensify the separation
between the callbration curves. Approximately 54 percent of the
calilbration curve, from 100 to 170 pef, displayed mere than

1 pef chemical error. Compared to the results without primary
shlelding, the percentage of the calibration curve displaying more
than 1 pcf error increased by approximately 3.5 times. A summary
of error percentages is presenﬁed in Table 10. With the exception
of the 2.25 inch primary shielding condition, primary shielding
thicknesses resulted in 42 to 64 percent of the calibration curve
displaying chemical error greater than or egual to 1 pcf. The
maximum chemical error also changed notably; especlally near the
170 pef density region. The error at 170 pef changed from 0,
without primary shielding, to approximately 2.5 pef error with

2 lnches of primary shielding. The error near the 100 pef density
region stayed relatively constant at about 1.5 pef, The primary
reason for the error fluctuation near the high density reglon

is due to the high degree of gamma attenuation and gamma
absorption that cccurs. .

The cause of the chemical errors encountered with 2.25 inches of
primary shielding has not been determined.
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Considerations giveh&to the céﬁnt rates and sensitivity ratilo

with 2.25 inches of primary gshielding appear to follow an
~experimental trend. APossibly the random effects of the radiation,
“in addition to possiﬁle expérimental errors, caused the deviation
from the apparent tfénd in the relationship between primary shield-
ing and chemilecal composition error,

The backscatter gage;primary éhielding experiments indicate

that gage sensitivit& to changes in density is definitely affected
by the presence or absence of primary shielding. The data revealed
that a 9 percent in&fease in sensitlvity ratlio occurred with

the addition of 2 inches of primary shielding. The total lead
shielding (source ana detector housing thickness plﬁs the primary
shielaing present during the 2-inch primary condition) amounted

to approximately 3.7 inches. This amount absorbed approximately
6000 counts per minute under the test configuration used., Accord-
ing to the gamma absorption chart (Figure 42) for Cesium 137,

3.7 inches or 9.43 cm of lead should absorb 99.996 percent

“of the undesired source emissions directed towards the detector.

" This was apparently éonfirmedﬁby the experiments with primary
shielding'greater than 2 inches. Chemical compositlon error,
however, seems to inérease with the presence of primary shielding.
The separatilon betweén 8iliceous and calcareous calibratlon curves
intensified sharply with only 1/4 inch of primary shielding.

i Additional incrementé of primary shlelding did not appear to widen
the separation noticéably. As may be noted in Table 10, the
separation occurred over approximetely 50 to 64 percent of the
calibration curve density range. The optimum change in count

rate occurs with approximately 2 inches of primary shielding.
Apprbximately 13 percent of the count rate is eliminated

by the 2-inch shielding.

The effects of primary shielding on a backscatter gage consisting

of the 10 mec Ceslum 137 source and a Gelger-Mueller detector were
obtained under laboratory cconditions. For these experiments,
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a gamma filter was employed beneath the detector. Therefore,
both shilelding and filter thicknesses were the experimental
variables., A detailed illustration of the test apparatus is
shown in Figure 43. The C-3 standard density block was used
for this test series.

The test results again indicate that a 2 inch thickness of
primary shielding appears to be optimum for both filtered and
unfiltered detector conditions. The filtration effect was mest
noticeable in the count rate when primary shielding wag less than
2 inches. Shielding greater than 2 inches dominated the reduction
of the count rate, thus filter effectiveness was less noticeable.

A comparison between primary shielding and filter conditions
showed a count rate reduction of 83 to 95 counts per minute
resulted from filtration alone. The use of filtration plus
2=lnch shielding reduced the initial unfiltered and unshielded
count rate by 88 percent. Shielding is responsible for
approximately 67 percent of the reduction, and 21 percent is
attributed to the filter. The filter used for this test series
was a 0.042-inch lead sheet placed beneath the Geiger-Mueller
detector, Filtration 1s therefore effective in reducing count
rate. This topic wili be further discussed where chemical
composition error is considered.

Experiments with the Geiger-Mueller-cesium backscatter gage
verifiled primary shielding results obtained with the sodium-
lodide scintillation detector. Two i1nches of primary shielding
appeared to be optimum thickness for both the filtered and un-
filtered Gelger-Mueller detector. As a rule, diminishing

returns resulted from shielding in excess of 2 inches, Only

1 and 5 percent count rate reductions occurred under filtered

and unfiltered conditions respectively when the primary shlelding
was Increased to 4 inches.
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The importance of ﬁfimary sﬁielding was clearly indicated by
comparing the percent count rate reduction of the Gelger-Mueller
and sodium~-iodide detectors. As indicated in Table 11, the
optimum count rate feduction Tfor the scdium—-lodide detector

is about 13 perbenﬁ, whereas the reduction for the Gelger-Mueller
detector is nearly 80 percent. These percentages indicate that
shielding influence is critical when initial detector count rates
are relatively low, as experienced with the Gelger-Mueller detector.
The direct radiation being detected is therefore =a majJor portion
of the total count rate reglstered by the Geiger-Mueller detector,
On the other hand, the sodium-iodide detector's inltial count rate
is about 100 times that of the Geliger-Mueller count; thus, the
direct radiation detected is a much smaller portion of the total
count rate. In this case, the sodium-iodide gage is much less
effected by shielding deficiency than the Geiger-Mueller gage.
Therefore, count rate and gage sensitivity to changes in density
are opposing performance criteria in the Geiger-Mueller gage.

For example, if large statistical count rates are desired, gage
sensitivity experlences degradation. On the other hand, if
sensitivity is desired, count rate statistics must suffer, Thus,
primary shielding, in addition to controlling the detection of
certain backscattered_emissions, has a serious effect on Geiger-
Mueller backscatter gages.

The next phase of the primary shielding study sought lead thlekness
requirements for a 3 mec Cobalt 60 source. The sodium iodide detector
was employed for this test serles. A need for shielding was quilte
obvious from the initial unshielded count rate. The multiple
energies of cobalt produced extremely high count rates. Two-inch
increments of primary shielding were placed between the source
“"and detector. A significant count rate reduction was again noted
with 2 inches of primary shielding. Additional shielding, in



excess of 2 inches, produced only minor count rate reduction,

The percent count rate reduction experienced during the experiment
is contalined in Figure 44. Two inches of primary shielding produced
approximately 79 percent count rate reduction at 0.230 o 4.53

mev. The 4 and 6-inch thicknesses produced 83 and 81 percent,
respectively. Test results suggest that approximately 80 to 85
percent of the count rate is primarily due to the gamma emission
traversing the distance between the source and detector. Therefore,
4 inches of primary shielding was selected as the optimum thickness
for the cobalt-sodium iodide gage.

In summation, comparison of the cobalt and the cesium-sodium
lodlde gages has shown that the cobalt source requires about
twice the amount of shielding as the cesium scurce. Two inches
of primary shielding reduces the cobalt count rate by 50 percent;
67 percent for cesium. Cobalt's greater range of gamma energies,
especially the two predominant energies above 1.0 mev, requires
a greater thickness of primary shielding. According to the
gamma absorption chart, (Figure 42) 8.1 inches (20.57 cm) of lead
willl absorb virtually all cobalt emissions. The shielded count
rate "I" can be determined by the equation I = Ioe-yx where x

is the lead thickness, IO 1s the unshielded count rate, and y

is the linear absorption coefficient. Figure 42 indicates that
the 2-inch (5.08 c¢m) optimum lead thickness assumed for cesium
should absorb approximately 99.5 percent of the gamma emission,
whereas the 4-inch (10.16 cm) assumed optimum lead thickness for
cobalt should absorb approximately 99.6 percent. Therefore,
twice the primary shilelding is required to protect the gamma
detector when cobalt is used.

The primary shielding effects asscociated with the cobalt gage's
sensitivify and chemical composition were not determined. From
the results obtained from the cesium-~gage, it was assumed that
similar relationships and percentages would exist for the cobalg
gage.
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Tﬁe placement of primary shiélding adjacent to the surface detector
of the transmission gage was alsoiexplored. Gége configuration

and components used in the tranémission'experiments are 1llustrated
in Figure 45, Results indicate only a slight reduction in the
count rate due to primary shielding, generally less than one percent.
Statistically, the reductions fall within the expected variation

of the nucléar events. Therefore, the results appear to be
inconclusive. The reliability of data was probably biased by

the fact that a single Geiger-Mueller detector, possessing limited
efficiency, was used as the surface detector. The sodium-iodide
detector might have‘provided larger, statistically reliable, count
rates.

These experiments indicated that the primary shielding does not
appreciably influende transmission gage performance. A trend
noted in the recorded data indicates that primary shielding in
excess of 1/2 inch will slightly surpress the count rate.

The shielding-count rate relationship is depicted in Figure 46,

The primary shielding experiments have very clearly defined how
lead shielding effects the quality of backscatter gage performance,
Properly designed gage housing can provide for adequate absorption
of undesired emissions. Shielding within the transmission gage

was found to be unwarranted. In conclusion, minimums of 2 inches,
or 4 inches, of primary shielding will be incorporated in the
prototype backscatter gage, to eliminate negative aspects of the
particular gamma source selected for use.
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CHEMICAL COMPOSITION ERROR

Density gage error induced by chemical composition of the material
tested is evidenced by the relative displacement of the calibration
curves produced from the siliceous and célcareous density standards.
The maximum separation between the twoc curves for densities ranging
from 100 pef to 140 pef defines the amount of chemical composition
sensitivity of a particular detector. How chemical error was
determined is illustrated in Figure 47.

Chemical composition error is a function of the photoelectric
photons produced by the chemical constituents of the tested
material. A gamma detector that is sensitive to a wide range
of low gamma energies in the photoelectric region will infer
large separation between the calibration curves.

The elimination of these low energy events recorded by detectors

was attempted by mechaniecal filtration. A series of lead atrips

of various thicknesses were individually placed between the detector
and the test material. These served as filtering devices, preventing
the low photoelectric energies from reaching the detector.

The density gage configuration and filter thicknesses were varied
to induce optimum gage results. A guide to the various test
configurations is provided by Figure 43 and a brief summary of
test results 1s presented in Table 12.

Experiments with a 10 me¢ Cesium source in the backscatter mode

were performed using four different detector types. Those examined
included a halogen quenched tube; a tantalum lined tube; a platinum
lined tube; and a sodium-iodide scintillation crystal. Source-
detector separation and filter thickness were varied in experiments
wlth the Geiger-Mueller tube type detectors. Lead filters were

not used in the scintillation crystal tests but low photon energies
were controlled by electronic diserimination.
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" The resultant datéidéd not fa%or the halogen quenched detector.

The one-minute count rate under the shielding and source-detector

conditions for the entire test series was below the minimum 10,000
cpm required at 140 pef density. Negative results with respect

tc chemical composition error were obtained alsc. Of seven

tests, slx showed compositional error in excess of 6 pef
separation between calibration curves. The maximum error
recorded equalled 15 pef.

Sensitivity ratios were above the minimum 1.3 value required
by our present backs@atter gage specifications. Two test
configurations faileq to meet this requirement.

"~ Lead filters were fb@nd ineffective as a chemical composition
control., Large count rate reductions were noted as filter
thicknesses were increased.

The tantalum lined Géiger~Mueller tube performed well in 19 separate
tests. Sensitivity ratios met or exceeded our backscatter criteria,
Count rates were below 10,000 cpm, but the majorlty were above
1000 cpm, hence superior to the Halogen guenched Geiger-Mueller
tube. With the exceﬁtion of the Halogen quenched detector, all
tests performed withfa lead filter succeeded in reducing chemilcal
error below the maxiﬁum 6 pcf'acceptance level. Chemical error
was reduced to approkimaﬁely 1.0 pef, A combination lead and
trass filter lowered chemical error to about 0.5 pef. These

results proved that low gamma energles can he effectively controlled
%. . by mechaniecal filtration.

A like conclﬁsion was drawn from expsriments with the platinum
lined Geiger-Mueller detector. A 0,.,042-inch lead filter reduced
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chemical error from 8.5 pef (ne filter) to 1.0 pef. Sensitivity
ratios obtained with the platinum lined tube were above the acceptable
minimun and count rates exceeded. 1000 cpm,

This investigation disclosed that both tantalum and platinum Geiger-
Mueller detectors can employ filters to control compositional
effects. The count rates show that rare earth metals moderate
higher photon energies than a halogen quenched detector.

The sodium-iocdide detector was consistently superior to the
Geiger-Mueller detectors in controlling compositional error. Two
discriminator intervals selected for the backsecatter tests limited
chemical error to approximately 1.5 pef,  The sensitivity ratios
and count rates surpassed all values attained by the Gelger-
Mueller detectors. Additional adjustment of the electronic
(discriminator interval) filtration might possibly reduce the
error to a negligible amount (see Table 13).

The sodlum-iodide crystal and the platinum lined detector were
examined with the cesium source in the transmission mode. Test
results (Table 14) showed that both detectors produced a sensitivity
ratio above California's 1.9 minimum requirement for transmission
gages. Count rates achieved with the scintillation detector were
much higher than those achieved by the platinum lined detector.
Comparison of chemical composition errors indicate that both
detectors provide error control to approximately the same degree.
Under optimum transmission configurations, the platinum lined
detector showed 1.0 pef error. Only two transmission test series
were conducted with the scintillation detector. Chemical error

was approximately 2 pef. No attempt was made to adjust the electronic
filtration to reduce the chemical effect.
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' The experiments indicated that control of chemlcal error can

be achieved by adequate mechanical filtering in the case of Geiger-
Mueller detectors and by selective adjustment of the electronic
discriminator interval for the scintillation detector. Appropriate
filtration can reduce chemical error to a minimum in either

the backscatter or transmission configuration.

Chemical compositioq error Iinherent to moisture gage measurements
was explored using a lithium-liodide molsture gage. A 83 me
fmericium 24l-beryllium neutron socurce with a 3.68 and 2.50 inch
source—detector separation provided the chemical composltion data.

Three soil speeimené were prepared in the laboratory to represent
" examples of error prone media that might be encountered in the
field. Bach was proportiocned to contain a thermal neutron
absorber or hydrogeﬁ rich material. An air-dry quantity of
bentonite drilling mud was used as representative of hydrogen
rich soils; while a basilite soil, containing 5 percent iron,
and a sandy soil, with 2 percent boron were selected as molsture
gage error indicators. The basilite soil was in a saturated
condition at 1l7.7 pefl water content.

The initial approach to error control involved selection of

the desirable electronic discriminator interval. The upper
diseriminator was set at the maximum upper limit, Minimum chemical
error cccurred with the thresheld discriminator set near 3.5 volts,
The boron rich soil, which absorbs thermal neutrons, produced
errors that appeared'uncontrollable by the discrimination method,
The basillite and bentonlte errors appeared to fluctuate with

the threshold level. Selection of the discriminator threshold

at 3.5 volts provided, therefore, the optimal chemical error
contrel while maintaining an acceptable gage sensitivity to changes
in moisture content. The effects of threshold dlscriminator
movement are shown in Figure 48.
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Results of these discriminator experiments suggest that the
detector of higher neutron energles could possibly further
reduce chemical composition errors. A second approach was
implemented by mechanical filtration of the attenuated neutrons
lmmedlately prior to entry into the lithium-iodide crystal.

A cadmium foll 0.01 inches thick was placed beneath the crystal,
which in principle should absorb a quantity of the thermal
neutrons normally penetrating the crystal. This severely
reduced molsture gage sensitivity while slightly increasing
composition error values (see Figure 49).

Layers of polyethylene were next experimented with. In this
case, layers of polyethylene were placed beneath the erystal.
Intermediate neutrons, scattered back to the detector are
initially intercebted by the polyethylene. Further neutron
attenuatlon occurs within the polyethylene, (a CH2 structure),
resulting in an increased number of thermal neutrons penetrating
the detector. The polyethylene improves intermediate neutron
energy detection by attenuating a portion of it te thermal
energy, and passing i1t to the lithium-iodide ecrystal, which
possesses a reaction affinity for thermal neutrons.

Data from this test series indicates a defilnite reduction of
chemical composition errcor and a substantial increase in meisture
sensitivity, as compared to that obtained with the cadmium
filter. Under optimum discriminator conditions the boron
influence was reduced from 2.4 pef to 1.8 pef., Basllite and
bentonite errors were also reduced, to none and 0.2 pef,
respectively, (Figure 50). These results occurred with a 0.2188
inch polyethylene layer. A doubling of the layer thickness did
not improve performance; on the contrary, a slight decline in
performance was noted.
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‘Varied'thicknésSes:of pblyethylehe in combination with a 0.0l inch
cadmium foll proved:to be inferior to the 0.2188 inch polyethylene
filter alone. Chemical composition error equal to that recorded
With the single cadmium filter. The only advantage of the
combined filter noted was a 20 percent increase in moisture
sensitivity. The polyethylene-cadmium data is depicted in
Figure 51. -

f ¥ .
The moisture gage experiments clearly indicate that the overall
performance of the Iithium-iodide moisture gage 1is nct enhanced
by employing mechanical filters. Electronic energy discrimination
appears to adequafeiy control chemical composition error, The
mechanical filters émployed significantly reduced .molsture gage
sensitivity while contributing little to the suppression of
chemical composition-error. The errors and sensitivity of the
various energy discfﬁminator methods explored are summariged in
Table 15. | |

Calibration of the lithium-iodide scintilaltion crystal was
attempted to permit didentification of the neutron energies

being detected. Unfbrtunately, such calibration procedures

proved too complex fOP the laboratory facilities and technology
at. the investigators disposal. The moisture gage test results
reported herein, therefore, are simply statements of where the
single-channel analyzer interval was located for the amplification
levels held constant’ by the electronic apparatus.
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OPTIMUM GAGE PARAMETERS

This discourse on optimum gage parameters will be divided into
two major sections: optimum density gage parameters, and the
moisture gage parameters. The density gage section will involve
separate reviews of experimental cobalt and cesium gage findings,
followed by a comparison and conclusion, A similar review will
be presented for the americium-beryllium moisture gage.

The basic criteria employed in evaluating moisture and density
gage parameters are derived from Departmental nuclear gage
speciflcations, a complete volume of which are attached as an
Appendix. The gage parameters examined were: sensitivity
ratio, chemical composition error, and count rate.

The specifications employed at the time of this study require

a "backscatter" density gage sensitivity ratio of 1.3 and a
transmission gage ratio of 1.9. An improved "backscatter" gage
sensitivity ratio that would exceed that standard (1.9) ‘
"transmission" sensitivity was a goal of this project. The
"transmission" mode has been generally acc¢epted as the more
reliable method of determining density with nuclear gages.

This method, however, requires disturbance of the in situ
material by a well or shaft excavated for the insertion of

the gamma source. This disturbance and the time expended in
opening a sultable shaft are negative aspects of the "transmigion
nmode. Therefore, if a "backscatter" gage can provide equivalent
sensitlvity, the need for "transmission" procedures could be
reduced, and possibly eliminated. Accuracy, as well as speed

of measurement under field conditions, should be considered asg
prime requisites in nuclear gage measurements.
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Reduction of chemiéél composition error, defined as the separation
in pef between standafd”cali%rafion curves, was another goal of

this research program. Specifications at the time of this study
permitted composition errors of 3 pef and L pef in the "transmission"
and "backscatter" modes, réépectiVely, as specified by six
Departmental calibration stahdards. These limits must apply to
gage-indicated densities between 100 pef and 160 pef. Reduction

of chemical error is desirable.

The detector count‘ratefrequirement specifies a minimum 10,000
counts per minute for materials having a density of 140 pef.

The count requirement is based on nuclear emission statistics

and on a common soil density encountered in the field. This
project's goal in this case was to maintain and extend this

count requirement to densities greater than 140 pcf, while
improving gage sensitivity ratio and reducing chemical composition
error.

Consideration of an optimum backscatter density gage 1s prefaced
with a review of the experimental results involving the 3 me
Cobalt~-60 eguipment. Primary shielding was a major factor
governlng the backscatter accuracy. The high initial gamma
energles required a minimum of four inches of additional lead
shielding to protect the sodium-icdide detector from the

"influence of the gamma flux surrounding the cobalt source. To

ensure essentially total detector shlelding, it was found
necessary to use six inches of iead, in addition to the lead
housings of the soufee and the detector to eliminate the
detection of the nohdensity gsensitive gamma f£lux.

The 6ptimum parameters were cobtained by varying the source-detector

separation; adjusting the detector discriminator intervalj; and
by changing the amount of source collimatlon. Table 16 summarizes
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cobalt gage configurations which met or exceeded the "transmission"
gage criteria of a 1.90 sensitivity response ratio.

Three source collimation settings were tested. The center of

the cobalt source was collimated to 0.65 inch, 1.0 inch and 2.0
inches above the surface of the test material. The test results
indicated that increased collimation up to approximately one inch
produced a higher sensitivity ratio but reduced the count rates,
and appeared to lncrease compositional error. At two inches source
¢collimation composition error was increased significantly and the
sensitivity response ratilo decreased sharply with somewhat incon-
clusive results, Selection of optimum collimation depends upon

the order of parameter priority desired. In this case, minimum
chemical composition and count rate were preferred over sensitivity
ratio therefore, a slight decrease in sensitivity was accepted in
order to attain tThe other two parameters. Sixty-five hundredths

of an inch collimation produced minimum chemical error (0.4 pef)
and provided a maximum count rate (34,800 cpm). One inch collimation
increased the sensitivity ratio by approximately five pereent above
the ratio of 0.65 inches. In each case sensitivity ratios was 1.9,
or greater. Chemilcal error cbserved at one-inch collimation was
3.5 pef, and count rate fell to 13,600 cpm. Although both values
are within present "backscatter" criteria they fall far behind

the values obtained with 0.65 inch source collimation. A test at
2=-inch collimation confirmed the conclusions reached by comparing
the 0.65 inch and 1.0 inch collimation results. Chemical error
continued to inecrease while the count rate continued to decline.

Various source-detector separation distances were examined. The
cobalt gage apparatus with source detector separations in excess

df 13 inches produced sensitivity response ratios exceeding the
specified transmission mode minimum of 1.90. Increasing the source-
detector separation produced higher sensitivity ratios but deereased
count rates and enlarged chemical composition error. Composition
error however, appears to vary and can be partially controlled by
selecting an optimum detector discriminator interval.
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" Thé test data show that 13 inches approximates an optimum
separation distance for the 3 me cobalt gage. Fifteen-inch
.Separation gave high'seﬁsitivity ratios in excess of 2.0, but
chemical errors ranging from 5 to 10 pef were recorded. The
best calibration curves for both separation distances are

shown in Figure 52,

The discriminator in%erval‘is-the mogt critical gage adjustment
~made for the backscafter‘gage. It controls the chemical error
magnitude, setting the lower threshold and upper limit of the
discriminator. Thls also 1nfluences the sensitivity ratio and
count rate, but to a lesser degree than that upon composition

" error. The minor changes in the sensitivity ratio, at the

' higher values achieved by the cobalt gage, is less significant
than the changes in chemical érror reduced by discrimination.
However, count rate ean be drastically altered by minute
discriminator changes.

" In general, electronic adjustment of the detector's lower gamma

- threshold energy and?upper energy limit will change the gage
parameter as both limits are raised to higher energy values.
The cobalt gage sensitivity ratic tends to decrease slightly.
The ecount rate also falls'due'to the reduction of the higher photon
energies by attenuation. Chemical composition error, noted by
inspection of the-oaiibration”cufves, appears to increase due
to the detection of higher gamma energies.

"The relationship betieen detector diserimination interval and

' chemical comp051t10n ‘error for the cobalt gage 1ls presented on
Figure 53. The 51gn1flcant portlon of thls relationship concerns
the energy interval between 0.14 mev and 0.675 mev., Composition
error evidently decreases as the upper dlscrlminator limit is
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adjusted to detect higher photon energies (see Case I; Pigure

" 53). The critical adjustment appears to be the lower threshold
energy. A sllght increase in the lower threshold limit sharply
wldens the separation between the calibration curves. A change

in the threshold from 0.14 mev to 0.16 mev increased the chemical
composition error 3.5 times. Lowering the threshold limit was

not attempted, since the inclusion of extremely low energies in
the photoelectric region would have probably increased cemposition
error,

The higher discriminator limit induces various effects that decrease
or increase chemical error, depending upon the lower threshold
energy. At the 0,14 mev threshold, inereasing the uprer limit

from 0.435 mev to 0.675 mev reduced chemical error (see Case 1T,
Figure 53). Further extension of the upper limit, (from 0.675

mev to 0.90 mev) increased chemical error by approximately 5 times.

Case III, Figure 53, indicates the upper limit effects error with
a change in threshold from 0.14 mev to 0.16 mev. GError remained
relatively stable as the upper 1limlt was raised from 0.435 mev

to 0.90 mev, ranging from 1.8 pef to 2.5 pef.

Under another gage configuration (presented in Figure 54), the
relationship between chemical error and discriminator limilt denotes
the crucial effect that the threshold energy has on the amount

of error resulting from a change in the upper limit.

It is evident that proper discriminator interval selectlon is vital
when consldering composition error. The limited data suggests

that the 0.14 mev threshold energy 1s the most desirable for
minimizing gage error when a wide discriminator interval is employed.

In summation, the optimum cobalt gage parameters determined were:
1.9 sensitivity ratio; 0.4 pef chemical composition error; and
34,800 cpm at 140 pef density. These values surpass the established
"backscatter" gage specifications as well as most "transmission"
gage critepia. The cobalt gage, under the optimum configuration
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‘achieved in the 1a§6ratory,:improved present "backscatter" gage
standards by 47 percent in éénsitivity ratio, by 90 percent in
chemical composition, and secured 3.5 times the count rate regquired
from a 140 pef test material.

This study has indicated that the combined interaction cf source-
detector separation, collimation, and detector discrimination
"produces beneficial changes in all three governing gage parameters.
Thus, the optimum cobalt "backscatter! gage configuration derived
in the laboratory requires 6 inches of primary shielding; a 13
inch separation between source and detector; 0.65 inch source
collimation; and detector discrimination between 0.1l mev and
0.675 mev. i

The investigator's experiende with the 10 mc Cesium-137 gage
indicated that at leagt two inches of additional lead shielding
between source and-detector was required to eliminate the
detrimental detection of the gamma flux surrounding the source.
The laboratory test procedures and objectives for the cesium gage
were ldentical to the program conducted with the cobalt gage.

As stated previously, the objective was to exceed present back-
scatter gage specifications, therefore several cesium gage
geometries were investigated. Gage configurations having 10 and
ll-inch source—detebtor sepabation, and source collimations,
varying from 0.25 to 0.65 inches were examined. Threshold and
upper discriminator‘settings were also varied between 0.127

to 0.738 mev.

Cesium test results revealed that the gage geometry and
discrimination criteria closely resembled those develdped from

the cobalt gage studies. Individual adjustment of gage geometry
or of a component will'not improve all the gage parameters
simultaneously. A combination of gage adjustments is required

for optimum gage performance. Those cesium gage configurations
that met or exceeded the backscatter specifications are summarized
in Table 17.

88



Quite clearly, thé ll-inch source-detector separation prbduced

the highest sensitivity ratics. Values exceeding 2.0 were recorded.
Sensitivity ratios slightly greater than 1.9 were obtained with
10-inch separation. The detector discriminator interval controlled
chemical composition error. FError fluctuations resulting from
varying the threshold and upper discriminator ‘limits for the

l1l-inch source-detector separation are shown on Figure K5, .

There would appear to be two threshold energies that minimize

error as the upper limit was adjusted to a higher energy. Setting

the threshold energy at 0.127 mev and adjusting the upper discriminator
from 0.233 to 0.338 mev reduced chemical composition error from

2.4 pef to 1.9 pef. Further adjustment of the upper limit (from

0.338 mev to 0.420 mev) did not reduce error.

The second threshold energy worthy of note is 0.170 mev. Changing
the upper 1limit from 0.215 to 0.355 reduced the chemical error

from 2.5 pef to 1.5 pef, or 40 percent. Adjusting the upper

limlt to 0.630 mev slightly increased chemical error. When the
upper limit was set to 0.738 mev, which includes all initial

cegium energies, chemical error at approximately 1.7 pef was
apparent., Therefore, both threshold energies appear factors

in chemical composition error magnitude when the discriminator
interval widens to include initial or slightly moderated cesium
energles. HMinimum chemical error was assoclated with two additional
threshold energies yet placed restrictions on the upper discriminator
energy. A 0.150 mev threshold and 0.420 mev upper limit showed

a minimum chemical error of 1.5 pef. Adjusting the upper limit

to include the highest initial cesium energy (0.662 mev), doubled
chemical error (3 pef). An exceptionally high threshold energy
(0.21% mev) also displayed the 1.5 pef minimum error, but placed
strict limitations on the upper discriminator setting. In this
case, the upper limit was restricted to 0.420 mev. Figure 55

shows the resulting 0.5 pcf error increase.
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A similar inspection of the discriminator interval and chemical
error relationship'was conducted with the cesium gage at 10-inch
source-detector separafion. The results are plotted on Figure 56,
Again the detector threshold energy appears to be the basic
controller of chemical composition error. As was discovered

for the ll-inch source-detector separation, the 0.127 mev threshold
proved desirable as the upper limit was adjusted to 0.420 mev.

In this case the widest discriminator interval showed a relatively
small ( 0.9 pef) error. A 0.170 mev threshold showed that extreme
limitation had to bé placed on the upper limit. A broad
diseriminator inter?al, in thls case, produced approximately

six times the chemical error created at the threshcld interval
between 0.170 and 0.215 mev. Although the discriminator interval
is relatively narfdw (.045 mev) the chemical error was extremely
small (0.5 pef). '

The experiments havé shown that the threshold energy is a vital
factor in chemical ¢omposition error control. A cesium gage
threshold between 0;127_mev and 0.170 mev provides minimal chemical
error with proper selection of the upper discriminator energy,

at 10 or 1ll-inch sdﬁrce—detector'separation. The amount of error
reduction tends tO'iessen as source-detector separation is increased
from 10 to 11 inches. The best cobalt gage threshold energy was
approximately 0.1l41 mev. Therefore, it seems logical to assume

that a threshold ehérgy between 0.13 mev and 0.17 mev, independent
of the gamma source being used, would be appropriate.

To conclude this diécussion on the 10 mec cesium gage, one must
evaluate the three basic gage parameters, and how each relates

to the others. It has been established that the ll-inch source-
detector separation provided a greater sensitivity ratio than

the 10-inch. It was also found that a broader diseriminator
interval at the 10J£hch separation yields less chemical composition
error than the ll—iﬁch separation. The experiments also confirmed
the assumption that count rates decline with greater separation.
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The most significant discovery concerns the discriminator
threshold energy. Threshold energies between 0.13 mev and 0.17
mev seem to minimize chemical composition error. These favorable

threshold energles appear to be independent of either the cesium
or cobalt source,

Judgment is an essential factor in selection of the order of
importance placed on gage parameters. Presently, it is felt
that chemical composition should be the prime consideration,
as this form of error is not inherent in the gage, but rather
a function of the scil medium being tested. This error can be
controiled and minimized by proper setting of the detector
discriminator. Secondly, experiments have shown the cesium
"backscatter" gage can meet or exceed the sensitivity ratio
requirements now achieved by "transmission" techniques. Thus,
the experimental cesium "backscatter" configuration has
equalled or exceeded its "transmission" counterpart, hereto
been recognized as the most reliable nuclear density gage
technique.

The relatively small difference in sensitivity ratios recorded

for 10- and li-inch separations signifies only minor consequences
from a calibration curve standpoint. Both separations provided
sensitivity ratios greater than 1.9. The count rates interpolated
from the calibration curves at 140 pcf density are within or in
excess of the 10,000 cpm statistical boundary required by present
"packscatter" gage specifications. The 10-inch separation, however,
will provide a satisfactory count rate and less chemical error

than the ll-inch.

Therefore, 1t may be concluded from limited test results, that
the 10 me cesium "backscatter" gage should be operated with 10-
inch separation, 0.65-inch source collimation, 0.25-inch detector
collimation, and discriminator interval set between 0,127 mev
and 0.420 mev. A Y4-inch minimum thickness of lead shielding
must be provided between the 10 me cesium source and the sodium-
iodide scintillation crystal. '
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These data from théfcesium aﬁd cobalt density gages tested
have enabled tentative selection of gamma source and gage
configurations to be used in the prototype nuclear density
‘gage. Final selection will depend on many factors related

to fileld use and evaluation. The cesium and cobalt gages

each possess desirable parameters under laboratory conditions.
The cesium and cobalt gages embody comparable backscatter
parameter specifications, therefore an appropriate gamma
source was selected on the basis of discrimination width and
shielding requiremehts. Cesium requires a narrower discriminator
interval to maintaih a minimum chemicai composition error than
the cobalt gage. Mbnitoring_a narrow interval might possibly
be advantageous whep considering the wide range of field solls,
as compared to the 1imited ehemical effects displayed by the
silicon and calcium. standards used by this department. As
cobalt requires a gfeater deéfee of shielding, the cesium gage
seems most desirable. Therefore, under laboratory conditions
the cesium gage with 10 mec of Cesium-137 was selected for the
prototype.

This investigation has shown that both the cesium and cobalt
backscatter gages can be manipulated to meet or exceed our
present specificatibns for a "transmissicn" gage. It is
thus established that the "backscatter" technique can be
adopted as an accurate and reliable test method, equivalent
to the "transmission" method, now used as a standard field
testing ‘method. '
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This investigation has indicated that a review of present density
gage specifications 1s needed to re-evaluate and redefine
acceptance criteria for portable nuclear gage performance,
Determinations concerning acceptable 1limits for each gage
parameter can realistically be made only after field test

data from the prototype gage have been analyzed. The order of
priority given to each gage parameter must also be defined.
This research has revealed that the improvement of one gage
parameter will usually degrade one or more of the other gage
parameters. Therefore, some specification should be provided
to place each gage parameter in proper perspective.
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PROTO%&PE"NUGLEAR‘MOISTURE-DENSITY GAGE-
These experimental findings have culminated in the assembly of
an apparatus for determining moisture and density by the nuclear
"backscatter" gage téchnique. This prototype "backscatter" gage
was designed and constructed primarily to fleld evaluate the gage
improvements developéd in the laboratory.

The prototype gage, feferred to as the "Autoprobe", is not restricted
tc size and weiéhﬁ réquirements specified for the portable gages
now being used by-thé Califorpia Department of Transportation.
The Department's pre$ent design concept is to provide a completely
automated vehicle unit. This unit will allow the gage operator
to: position the Autbprobe over a field test site; lower the gage
to the test materialg seat the gage on the test surface; record

. moisture and density readings§ retract the autoprobe from the
test site; and move to another site, without need for any manual
or cumbersome gage preparations. The autoprobe operator will
control the entire test procedure from within the vehiecle unit.
All mechanical and electronic monitoring controls are arranged
and installed in the'vehicle caki, adjacent to the autoprobe
operator, The Autoprobe and vehicle are depicted in Photos 1

. . through 5. '

" The Autoprobe and vehicle were designed to adapt to normal fileld
test sites, such as embankment fills and subgrades upon which
“ ¢ minimal or no site p#eparation is required. A device similar
to a universal Joint enables the Autoprobe to be seated on
horizontal as well as inelined planes.

The Autoprobe's versatile design and flexibility will permit
changes in gage cpmpbnents and "backscatter" gage geometry (source-
detector separation). Thus the gage can be modified for field

¢+, conditions,

94



The support vehicle, for the Autoprobe is a 3/4 ton, U-wheel

drive plckup truck. The Autoprobe is mounted and housed behind

the rear axle with a hydraulic ram system that lowers and retracts
the gage. An alr conditioning unit was installed in the truck

cab to ensure proper performance of the electronic equipment during
summer constructlion periods.

All electronic components mounted within the truck are modular

units conforming to dimensions recommended by the Atomic Energy
Commission. A 1list of general specifications are included later

in this section. The most important of these pertains to temperature
limitations. Long-term instrument drift, system noise level,

and count rate variations should reflect "state-of-the-art" standards.

Other factors considered in the Autoprobe design were vibration,
shock, dust, and heat dissipation. Most electronic components
wlthin the gage should be capable of sustaining vibration and

shock during transit movement. The Autoprobe housing together

with 1ts rubber-mounted guide device will prevent serious shock

and reduce vibrations to within toierable limits. Dust intrusion
wlll be controlled by appropriate seals and atmospherie condensation
by deslccators. Heat dissipation is controlled by a heat reflecting
and insulated housing mounted over the Autcprobe and hydraulic
system, Should this housing prove unsatisfactory, a forced air
cooling system connected to the vehicle air conditioning may be
feasible.

The gage has the capacity to house varied detectors and radio-
lsotopes. Lead shielding can be adjusted to satisfy radiological
health standards. Elther scintillation or gas tube type moisture
detectors can be easily interchanged, and electronic detector
components can be contained inside the Autoprobe. No provisions
have been included in the gage design to accommodate Geiger-Mueller
detectors. A 2 inch x 2 inch sodium-lodide scintillation detector
will be used exclusively for gamma detection. It is anticipated
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that the performaﬁce of the scintillation crystal will be
satisfactory, -HoWever, its replacement with a Gelger-Mueller type
detector would require disassembly and modification of the Autoprobe.
A single-channel analyzer has been included to provide energy
discrimination capabilities for the scintillation detector.

As mentioned previously, a 3.5 inch high radiolsotope housing will
permit adequate depth for changing collimation heights. Detector
collimation will be available to similar depths. Adjustments can
be made with the Autoprobe to vary the source-detector separation.
The Autoprobe was assembled in two parts, with 8liding channel and
fasteners on the longitudinal sides to facilitate adjustment,

The bottom plate of the Autoprobe, which contacts the test surface,
acts as a source-detector filter. Therefore, the bottom was made
removable so various metals and thicknesses could be substituted
if required.

The fabrication ang assembly of the Autoprobe housing, hydraulic
system, and control devices were accomplished by the Department's
laboratory and shop personnel. Preliminary laboratory testing

of the Autoprobe was conducted on the Department's series of density
standards and the optimum calibration curve and electronic settings
were chosen before installing the Autoprobe in the vehicle,

A trial pProgram of'field testing and gage evaluation was conducted
at various highway construction sites. Subjects of the tests
included embankment fills, subgrades, Subbases, cement treated
base, lime stabilized base, concrete pavement, and asphalt pavement.
A wide range of soil types and surface textures were tested to
evaluate the Autoprobe error involved by varied soll and texture
conditions. Similar procedures were performed with a portable
gage on the Autoprobe test sites. Both "backscatter" and
"transmission" tests were conducted with the portable gage.

The resulting Autoprobe and portable gage data were then subjected
to satistical analysis to determine the relative performances

of the two gages. fThiS'analysis is presented in the following
sections. Should ﬁhe Autoprobe prove to be successful and
superior, recommendations for adopting and up-dating present
nuclear gage specification will be set forth.
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To summarize the discussion of the vehicle-~Autoprobe unit,
emphasis has been placed on designing a nuclear moisture-density
gage which will be functiocnal as well as being versatile from a
modification standpoint. Unforeseen difficulties will

inevitably arise during the field evaluation, which we hope can be
overcome by the Autoprobe's Clexible design. Finally, our goal

is to apply our findings as new "state-of-the-art" criteria for
nuclear gages.

Present Autoprobe Specifications

1. Duplex Source: 10 me Cesium 137 Gamma Source
33 me Amerieium 241-Beryllium Neutron Source

2. Duplex Source Cdllimation: 0.75 dnches to center of source
3. Second Neutron Scurce: 50 me Americium 241-Beryllium

4, Second Neutron Source Collimation: 0.75 inches to center

of source
5. Gamma, Detector: 2 inch x 2 inech Sodium-Iodide Scintillation
Crystal with RCA 6342A photomultiplier
tube and preamplifier
6. Gamma detector Collimation: 0.5 inches to bottom of crystal
Te Gamma Source-Detector Separation: 10.0 inches center to center
8. Thermal Neutron Detector: 1 1/2 inch x 3 mm Lithium-Iodide
Sceintillation cyrstal with RCA

6342A photomultiplier tube and
preamplifier

97



10.

11.

12,

13.

14,

- 15.

16.

Thermal Neutroﬁ;Detéctor Collimation: 0.375 inches to bottom

of crystal
Neutron Source-Detector Separation:

a, Duplex Scurce - 3.68 inches center to center
b. 50 me Source - 2.50 inches center to center

Gamma Discriminator Setting: 0.12 mev to 0.55 mev

Neutron Discriminator Setting: Undetermined but can be

set experimentally
Moisture—Densiﬁ& Count Period: 40 seconds

A minimum of four inches of lead shielding between Gamma
Source and Detector

Gage Bottom Thickness: 0.0625 inch Stainless Steel

Source and Detector Bottom Protrusions: 0.3125 inches

Present Autoprobe Performance Speclficatlions

1.

3.

Backscatter Deﬁéity Gage Sensitivity: 1.88

Average Density Gage Error Due to Chémical Composition:
1.0 pef over a denslty range of 100 to 160 pounds per
cubic foot.. ‘

Backscatter Moisture Gage Sensitivity: 2.8%4
Average Moistufe Gage Error due to Chemical Composition:

not greater than 1.1 pef over a range of 100 to 160 1lbs.
per cubic foot.



]

5. Average Density Gage Error due to 0.2 inch Air-Gap: not to
exceed 6.6 pef

6. Average Moisture Gage Error due to 0.2 inch Air-Gap: not to
exceed 0.8 pef

T Standard (Magnesium and Polyethylene) Density Block
Count Rate: 1,680 counts per second

8. Standard (Magnesium-Polyethylene ) Moisture Block Count
Rate: U405 counts per second.

Field Density Test Procedure

A commercial transmission-backscatter gage was selected for use
with the Autoprobe during the field trials. The commercial gage
served as a means of comparing indicated densities and relative
gage performance. )

The Autoprobe and commercial transmission-backscatter gages were
density~callbrated in the laboratory, using the three calcareous

and three sillclous density standards fabricated by this Department.
The count rate data obtained from each density standard are then
related to a chosen count rate density standard that accompanies

the gage during fileld operations. The Autoprobe derives its standard
count rate from a magnesium densilty standard; and the commercial

gage count 1is obtained on the gage storage container which serves

as a count rate standard. Both count standards are used periodically
durlng gage operations to verify or adjust gage performance.

A count ratio is calculated by dividing the density measurement
count rate by the standard count rate. Thus, the relationship

between count ratic and gage indicated density i1s established.

A computer program was developed to calculate and tabulate a
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count ratio for gach D.Z'pcf change in density. The program
ratios provide a density calibration over a range from 90 pef
to 170 pcf, The tabulation, or computer output, is employed by
the gage operator to determine the gage indicated density.

The Autoprobe probe assembly was fastened to the vehicle's
hydraulic 1ift which positions the gage on the test surface.
The power supply .and electronic monitoring system were located
in cab of the vehicle. Prior to the field evaluation, a density
calibration check was made to determine possible performance
deficlencies caused by the vehlcle. As no significant change
in the density calibration was noted, the mobile unit was
qualified for field operations.

Presently, the transmission mode 1s considered to be the most
accurate and reliable nuclear density test method. The trans-
mission technique, which requires insertion of the gamma source
into the test material, has proven to be less sensitive to surface
effects and more sensitive to denslty changes. It also monitors
a larger volume of compacted materials, due to gage configuration.
The use of the eight-inch transmission mode as a standard field

- testing procedure (in effect since April 1972) is described by
California Test Method 231. Therefore, both the Autoprobe and
the commercial backscatter gage will be compared to the
transmission gage.

Preliminary field trials sdught to substantiate the optimum

gage parameters ih@orporated in the Autoprobe, and determine

the degree of equality between the transmission gage and the
Autoprobe. If equality 1s established by the field tests, the
improved backsca%fer performance, exemplified by the Autoprobe,

can be proposed ag an alternative nuclear test method. A major
advantage of the backscatter method is the non~destructive nature

of the test., The transmission method requires a shaft, perpendicular
to the test site surface, This could disturb the surrounding

in situ state of the test material. Shafts in cohesionless
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materials are frequently'difficult to form and subject to
cave-in. Dense materials, such as aggregate scils, also imposge
problems; drilling or coring is often reguired, and much time
can be expended in preparing the transmission shaft. If the
improved backscatter gage broves to be acceptable, the Autoprobe
could conceivably supplant the transmission gage.

The variety of highway embankment and pavement structural section
materials tested during the initial field trials covered a wide
range. The nuclear gages were used on seven different materials

and soil types, some of which were combinations of two or nore
soll types.

The test site selectlon and spacing of the nuclear density gage
measurements were random to the extent that they were generally
spaced 30 feet longitudinally and staggered about 12 feet
transversely. The number of test sites, for any given test
material was limited to a consecutive sequence of four sites.
Efforts were made to visually select typical segments of the
compacted material. The Autoprobe and commerecial gage were
operated simultaneously on adjacent test sites. A 30-foot
longitudinal separation was assumed sufficient to eliminate

any interaction between the gages that might influence the
detector count rate.

Two test surface conditions were imposed on the backscatter gages.

Initially, the gage was placed on the in situ test site, with no
preparation of the existing contact area. This is referred to
as the "unprepared" surface condition. If the contact ares was
visvally found not to provide a good geatling contact with the
test material a thin layer of test material fines passing the
No. 20 sieve was placed uniformly on the in situ surface before
obtaining another series of count rates. This surface condition
is called the "prepared" condition.
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Transmisgion gage count rates were obtained following the completion
of all backscatter measurements. The body of the transmiasion gage
was placed on an unprepared surface and the gamma source rod
inserted in the shaft with care. Care was taken to ensure proper
contact between the rod and shaft surface closest to the

gage detector. '

Four one minute counts weré obtained from the commercial gage

in the unprepared and/or‘prepared backscatter modes and transmlssion
mode. Four U40-second counts were obtained from the Autoprobe

under unprepared and/or prepared conditions. Conversion of the
gage count rate to an-indicated denslity was accomplished by
determining the count ratio, as earlier defined; then interpolating
the corresponding density from the gage's computer ratio-density
tabulation. The four test sites provided a sample of 16 density
measurements from:each gage and surface condition. The sample

mean density (X) and samplé standard deviation (s) were calculated
and tabulated for the analysis portion of the field data.
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BACKSCATTER GAGE-TEST SURFACE CONTACT AREA

Following analysis of the initial Autoprobe field test data,

and discusslon with the Autoprobe operators, it was decided that
some alterations were required in the Autoprobe to accommodate
the wide variety of test surface condltions encountered in the
fleld. As the gage bottom area is relatively large compared

to the area of the source collimator and detector collimator
openings, small ridges or valleys on the tested surfaces can
prevent intimate contact between the two gage components and

the test material.

Proper seating of gages on non-uniform surfaces has presented
problems to operators using the backscatter technique in the
past. Portable gage operators have prepared the test surface

by adding a thin layer of native materials to fill irregularities
and voids of the contact area. The native materials were first
sleved through a No, 4 screen, then spread evenly over the
surface and lightly compacted Into place., This layer provided

a level plane for gage seating. Such method, however, introduced
a number of variables which slgnificantly influenced gage
measurements. For example, the thickness of layer and degree

of compaction was dependent solely upon the Judgment of the
individual gage operator. The Preparation of each test site
could result in wide density value variations. Currently
avallable backscatter gages are extremely sensitive to the
condition of the surface of the test material. An over-

thick layer of sieved material would induce a reduction in
measured denslity, due to the difference in compactive effort.

On the other hand, a defiecient layer may result in an air gap
beneath the source and detector. As gamma rays would migrate
from the source to the detector via the air gap the measured
density would again indicate a lower value. The nuclear test
method approved by this department has excluded the backscatter
technlque because of the adverse Influence of these test surface
effects.
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The investigators&approach to resolving, or mitigating, the backe-
scatter seating problem involved reducing the contact ares
required. That is to say, they sought to enhance intimate
contact of the gamma source collimator and detector with the

test material through eliminating, or at least minimizing the
balance of the gage bottom ares. Intuitively it was reasoned
that reduction of the contact area would reduce the brobability
of air gaps, and concomltantly, reduce the need for surface
preparation.

An innovative feaéﬁre of the Autoprobe, felt to be Improvement
over the conventional commercial backscattep gage, 1s the reduced
bottom surface area of the gage contacting the material to be
tested., Rather than being flat, as with most gages, the Autoprobe
bottom has 0,3125-inch thick protrusions directly beneath the
gamma detector and the gammé source, 4,625 inches Square. The
advantage of the small contact areas, as provided on the Autoprobe,
is that surface irregularities such as small rocks, crowns,
depressions and bumps can be straddled and efféctive seating
simplified. This reduces the amount of density-sensitive gamma
emissions streaming along the bottom of the gage to the detector
(see Pigure 57). Such protrusions, or pads, have been employed

on early model commercial gages.

A series of laboraﬁory trials was conducted to determine how

the protrusions would affect the density gage sensitivity,

chemical compoéition error, and count rate performance of the

Autoprobe. This approach attempted to compare these gage
parameters before and after the protrusion pads were installed

| beneath the gamma Ssource and sodium-iodide scintillation detector,

The "before" or initial contact pads were 4,625 inches square

stainless steel plates, which protruded 0.0625 inches from the

gage bottom. The brotrusions to be examined placed the

source and detector shields 0.3125 inches below the gage bottom,
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and employed the same stalnless steel plates mentioned above.

The new pad arrangement did not change the basic source-detector
collimations., Unfortunately, two gage modifications were being
examined simultaneously. The combined influences of source
collimator shape and protrusion pad thickness were recorded in

the experiments. The detector collimation was unchanged; however,
the source collimator was lowered slightly, due to the collimator
design. Our experimental hypothesis was to verify that the increased
pad thickness will not reduce the backscatter gage performance

of the Autoprobe,

The slx density standards employed in other phases of this research
were used to obtain calibration curves for each of the two gage
conditions. In order to simulate the poorest possible seating
condition likely to be encountered in the field, the entire gage
body was elevated above the surface of the standards with smaill
brass plates under each corner of the gage bottom. This introduced
alr gaps beneaﬁh the source and detector of 00,0625 and 0.197

inch thickness, respectively. In another experiment, aluminum
plates were placed in the air gap between the source and detector
pads while the gage was seated on the surface of the standards to
determine the amount of gamma migration through the alr-gap.

The changes in protrusion pad thickness and source collimator
cavity shape resulted in marked differences in density gage
sensitivity, chemical composiltion effects and error, due to
backscatter gage seating or air-gap. It was indicated that the
two modifications reduced gage sensltivity by 3.5 percent, when
gage calibration curves from the "before" and "after" modification
were compared., This decline was noted when the gage was properly
seated on the standards, (flush condition). Compared with the
calibration curves for the 0.197-inch air-gap condition, the
modifications were responsible for a 7.7 percent decline. These
results were dlscouraging; however, the change recorded for the
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chemical compoSifion error was rewarding. The chemical composition
error resulting from the modifications did not exceed 2.5 pef,

for both the flush and alr-gap conditions. The error increased

by approximately 0.5 pef due to the air-gap. With the gage in

the premodified state, chemical error increased from 3.0 pef,

under the flush condition, to 5.25 pef due to the 0.197-inch
alr-gap condition. The calibration curves obtained by the
experiments are shown on Figure 58.

Comparison of the gage'calibration curves indicates that the
average error of the calibration line, due to the air-gap was
reduced by approximately 27 percent, or 3 pef. The value of

the protrusions ahd sourée collimator is therefore a priority
selectlon between gage sensitivity, and the chemical composition=-
callbration line errors caused by air-gaps frequently encountered
in the field. In view of the wide variation in field conditions,
1t was the opinion of the researchers that the sacrificece in the
gage sensitivity was outwelghed by the progress made towards
ensuring a reduction of error magnitude when an air-gap condition
"is encountered.

The reduction in sensitivity is probably attributable in greater
part to the streaming of gamma emissions in the alr-gap between

the source and detector when the gage 1s placed in the flush
condition, as shown on Figure 57. When lead sheets were inserted
into the air—gap space (to determine the gamma counts originat-

ing from this area) approximately 1,000 counts were recorded

during a U40-second count period. Evidently the protrusion height

is detrimental totgage sensitivity, as mentioned earlier. Perhaps
the air-gap counts resulted from the aluminum spacers employed

to increase the pad depth. Holes were machined in the spacers

to allow the source and detector housing to maintain the collimation
heights relative to the test surface. Since the source and detector
housings drop below the main portion of the primary shielding

within the gage body, the amount of lead surrounding the source

and detector, in the area of the protrusions, is restricted to

186



the housing thickness only. Due to the size of the source cavity
and detector diameter, the housing thickness is insufficient to
absorb all of the gamma emissions penetrating"their walls.

The aluminum spacers will be replaced with tungsten spacers
in the near futuﬁe. Hopefully, the high density tungsten will
resolve the problem of sensitivity loss, while maintaining
the favorable résults relafed to air-gap and chemical error.
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ANALYSIS OF FYELD DATA

The density data gathered during the Autoprobe field trials were
evaluated statistically to test the assumption that the Autoprobe
is superior to a commercial backscatter density gage. Several
comparisons were made between the Autoprobe and a commercial gage
selected for the field trials. The commercial gage employed

was a relatively new product of an established gage manufacturer,

The performances of three nuclear density gages were statistically
compared under the assumption that the data from each gage
conformed to its normal distribution characteristics. The
éommercial gage was operated in the transmission configuration

to provide the data standards used for the statistical analysis.
Transmission gage performance is presently accepted as the most
accurate and reliable nuclear gage density method., Several
reasons, stated hy this Department, Justify the adoption of the
-transmission method. The same commercial gage was also used

in the backscatter configuration, under two field conditions.

To determine how irregular test surfaces beneath the backscatter
gage influence gage performance, a density was first obtained
without disturbing the surface texture. Secondly, a layer of the
fine-grained test soil was placed on the irregular surface to
create a smooth, uniform contact surface for the backscatter
gage. These two test conditions, used with both the commercial
and Autoprobe backscatter gage, will be referred to in the
discussion as the unprepared and prepared test conditions.

The entire analysis was made to determine how the Autoprobe
density measurements compared with measurements obtained from
the commercizl transmission-backsecatter gage. The mean density

(x) and standard. deviation (s) obtained by each gage were calculated

using a normal distribution procedure. A graphical presentation
‘of the calculated values provided an efficient means of evaluating
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and comparing the performance of each gage. Figure 59 shows the
assumed normal distribution curves of the gage indicated densities
obtalned from a silty-sand embankment material. The ordinate
represents the percent probability that the gage~indicated density
will be a particular value. To begin the analysis, the density
dlstrlbutlon curve for the transmission gage is drawn and + one
standard deviation located. The area under the curve between +
one standard deviation assumes that 68.26 percent of all trans—
misslon gage measurement will be within these limits. The density
distributions of the Autoprobe and commercial backscatter gage

are then compared to the probability that their indicated density
Will be within the limits set by the transmission gage. Thusg,

the backscatter gage possessing the greatest probabillity of
indicating the same density as the transmission gage is considered
to be the better gage.

With this criterion established, Figure 59 shows that the Autoprobe
~has a much greater probability of indicating the transmission

gage density than the commercial gage. In this case, the Autoprobe
probability is between 18 and 24 percent compared to 2 and 5
percent for the commercial backscatter gage. Surface preparation
increased the probability and moved the Autoprobes mean indicated
density toward the transmission value, The commercial gage

did not respond in the same manner. Although the mean density

was moved favorably, the probability decreased by 3 percent,

which was primarily due to the smaller standard deviation on the
prepared surface, A similar analysis was applied to each
indlvidual material tested in the field.

A complete review of all the distribution curves for all test
materials indicate that the Autoprobe is not equivalent to the
performance of the transmission gage. The analyols, however,
did verify the advantages of the backscatter gage improvements
bullt into the Autoprobe. All the mean densities and standard
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deviations are sﬁmmarized on Table 18 and the percent probability
of coincident measurements between gages are shown on Table 19.
The data provided by these tables, together with coincident
probabllity, indilcate that the Autoprobe's performance is
superiof to the commercial backscatter gage. The Autoprobe
appears less sensitive to test surface lrregularities than the
commercial gage; this is probably the primary factor in Autoprobe
superiority, '

Preparation of the backscatter gage test surface has a definite
effect on gage performance. Both backscatter gages appear to

be sensitive to surface affects. Surface preparation decreased
the differences in the measured mean density and standard
deviation between both backscatter gages and the 8-inch transmission
gage. These reductions were approximately 27 and 58 percent,
respectively. The commercilal backscatter gage, however, showed
an extreme change in differences due to surface preparation.

This segment of the analysis permits the conclusion that the
Autoprobe without surface preparation is nearly equivalent to the
commercial backscatter gage with prepared surface.

The thirgd segmentuof the analysis examined the relatlionship
between the indicated density distributions of the backscatter
gages and transmission gage. The values were derived from
averaging the probabilities obtained from all test material
distribution curves. This analysis compared the probability

that each backscatter gage will yield a density within + one
standard deviation of the mean transmission gage density. As
stated previously, the probabilities attained by the backscatter
gages on the various materials tested are available on Table 19.
In general, the average probability for both backscatter gages
were not exceptionally high: however, the probabilities did,

in some cases, exceed 80 percent. Average Autoprobe probabilities,
as listed in Table 20, ranged from 33 to 36 percent for unprepared
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and prepared surfaces, respectively. The commercial backscatter
gage indicated a range between 11 and 20 percent for the same
surface conditions. Therefore, Autoprobe displayed a 16 to 22
percent Llmprovement in backscatter gage probability, which
represents nearly double the backscatter probability of producing
the same density as the transmission gage. In reference to the
tesé surface preparation effects, an average 7 percent elevation

of the probability was noted.

These analyses also included an attempt to classify backscatter
performance based on soil or construction material type tested
for in situ density. Each soil was classified according to grain
size, which also relates to the unprepared surface conditions
experienced by the backscatter gages.

Gravel and aggregate, typical of moét subbase materials, are
classified as rough and irregular surfaces. Sands, silts; and

& foundary slag are defined as materials with loose, lrregular,
or smooth surfaces. Rolled surfaces, such as Asphalt Conecrete
(AC), Cement Treated Base (CTB), and the clay solls, in addition
to the borate soils are considered as smooth surfaced materials.

The portland cement concrete (PCC) pavement encountered was

classified separately, due to the uniformity of the road surface
texture. The broomed-finish, longitudinal to the travelled way,
provided an excellent surface for comparing textural influences.

Analogous to surface texture classification, the in situ materials
were classified according to matrix particle sigze. In most instances,
surface texture is dependent on particle size. The exception

in this approach was noted for asphalt concrete surfaces.

The asphalt matrix, being a crushed and rounded aggregate with

the bituminous binder, presented a smooth uniform test surface

for the backscatter gage.
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The materials or soil types‘Were grouped according to particle

size. PFive types were established and gage performance trends

noted by comparing the absolute difference between mean density

and standard deviation or Spread 1ln gage measurements. The backscatter
gages are compared with the transmission gage and core sample

data.

The results of the particle size analysis are listed in Table 21.

A significant change occurred in the differences between gage
standard deviations of the commercial and Autoprobe backscatter
gages. These results indicate that the detection of random
radiation scatteréd between the test surface-gage interface are
effectively impaired by test surface preparation priocr to taking
gage measurements., Reference to the standard deviation differences
associated with the backscatter-transmission and core data leads

to a similar conclusion.

The influence of test surface'preparation on the mean density
differences was also apparent. The differences recorded between
the backscatter géges did net vary substantially from the
unprepared surfaoe data, which implies that the same degree

of influence was ékperiencéd'by both backscatter gages.

The comparison between the transmission and backsecatter

differences also demonstrates how surface texture influences

gage performance. ' The absolute differences of mean density

and standard deviation between the commerclal and transmission

gage were significantly reduced by surface preparation. Differences
noted between the Autoprobe and transmission gage were not as
pronounced, but surface preparation did produce small reductions.

It was obvious that the Autoprobe possesses superior qualities
which tend to make 1t less sensitive to surface produced errors.
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The calculated differences listed in Table 21 were used to test

the data for visible trends. A series of regression lines were
computed and the best regression equation chosen to represent the

data trend. According to the results obtained by computer program,
the relationship between the mean densgity and standard deviation
differences and soll type, as presented by Table 21, was not confirmed
conclusively. A consisténcy, however, was noted between the parameter

differences. Equations derived from the standard deviation differences

all indicate a best fit regression having the form ¥ = A + B/X,
where Y signifies the difference between two gage deviations, and
X represents the soil type. The index of determination, for the
regression lines of the standard deviation differences, averaged
0.33, which is very poor. All the regression fits for the
differences in mean density resembled a straight line equation of
the form Y = A + BYX, and possessed an average determination index
of 0.62, Therefore, it seems that the density differences do
indicate some influence due to the soil type divisions assumed,
The regresslon plots of the computer output are shown on Figure 60
and Figure 61. '

One soll type, however, seems to prodﬁce a sizeable difference

due to a factor other than the test surface conditions. The

distinct differences recorded between the backscatter gages and

the transmission parameters showed relatively high values for
maverials with fine particle size and relatively smooth surfaces.,

Due to the absence of additional evidence, the hypothesis for

this occurrence is probably chemical in nature. Cationg bound

to the clay lattice are the possible cause for these high difrferences.

The most noticeable differences between transmission and baclk-
scatter densities did occur on the borate soll. The differences
‘ranged from 19 to 24 pef and 2 to 13 pef relative to the 8-inch
and 4-inch transmission depths, respectively. These differentials
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seemed 51gn1ficant since they occurred on smooth soll surfaces,
which should have reduced most surface effects. The borate
content is assumed to be responsible for most gage errorg.

The test results revealed that the count rates increased and
produced the differences mentioned above.

A spectrum of the energies within our discrimingtor limits was
not obtained dufing the density measurements, thus it was not
determined which detected'energies were responsible for the
count rate increases. Conclusive evidence pointing to borate
influence was not confirmed by field or laboratory tests. Some
reasonable doubt can be attributed to the physical characteristic
of the soil. Thg scll appeared to be light and powdery, beneath
& thin surface crust probably produced by desiccation. AL
increasing depths below the surface, a higher degree of
compaction was apparent. This fact seems to be verified by

the U4-inch and 8-inech transmission measurements. Therefore,

the borate influence could not be separately defined, even
though theoretical reasoning warrants its existance.

In summating this discussion of Table 21, it appears that
test surféce quality is a major factor governing the benefits
of improved backsecatter gage construction. The contact area
between the backscatter gage and the test material can
concelivably erase most traces of backscatter improvement. It
is obvious that this area of research wlll require further
investigation.
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NEUTRON SPECTRUM FROM A BF4 PROPORTIONAL COUNTER
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NEUTRON SPECTRUM FROM A He-3 PROPORTIONAL COUNTER
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REDUCTION OF NEUTRON ABSORPTION EFFECTS
OBTAINED BY BORON TRIFLORIDE (BFS) DETECTOR DISCRIMINATION
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30 SECOND NEUTRON COUNT (x 102)

REDUCTION OF NEUTRON ABSORPTION EFFECTS
OBTAINED BY HELIUM (He-3) DETECTOR DISCRIMINATION
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REDUCTION 0F NEUTRON ABSORPTION EFFECTS
OBTAINED BY LITHIUM-IODIDE DETECTOR DISCRIMINATION
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123 a e
ie wa
<9 o
;Z 0w
=5 3
o b 0525 to 7.0
ZE 0
a2
2w
E
o
6 b
¢ 0o 5.5 to 7.0
- DISCRIMINATOR
SETTVING (VOLTS)
..v
0 L 1 L ] }
0 5 10 15 20 25
WATER CONTENT ( pcf)

Figure 20
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Concrete Standard Block
l.ead Bricks ( Primary Shield)

/ " l.ead Channel
Lead Housing

Unwanted Gammas

Filter

Source
Density Determining Gammas

EXPERIMENTAL BACKSCATTER GAGE
EMPLOYING A GEIGER-MUELLER DETECTOR

Figure 21
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LEAD BRICK
DEPTH SHIELDING

ADJUSTMENT LEAD CHANNEL
SHIELDING

LEAD SHIELD- ] GEIGER-MULLER
HOUSING ! : DETECTOR

|

1!

il O

FILTER

TRANSMISSION —
ROD .

33mc CESIUM 137—’Lz

DENSITY STANDARD

EXPERIMENTAL TRANSMISSION GAGE

EMPLOYING A GEIGER- MUELLER DETECTOR

‘Figure 22
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PHOTOMULTIPLIER TUBE

(" STEEL SOURCE HOUSING
5 LEAD SHIELDING
2

10mec CESIUM 137
LITHIUM-IODIDE

CRYSTAL . .
33 mc Americium Beryllium

— VARIED |e——

MOISTURE STANDARD

EXPERIMENTAL BACKSCATTER MOISTURE GAGE
EMPLOYING A LITHIUM-IODIDE SCINTILLATION DETECTOR

Figure 23
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30 SECOND NEUTRON COUNT

14 X 33mm LITHIUM-IODIDE DETECTOR SPECTRUM

10,000 —
1P00 —
= \\
B ' WET MOISTURE STANDARD -
: \)/ (201 pcfw) - // ‘\
\ \
- \ \
\ |
\ ]
— i
|
|
|
100 — |
- I
— 1
~ ]
B |
|
_ l
DRY MOISTURE STANDARD l
| (0.1 pefw ). i
|
|
|
10— |
— |
- |
— |
— |
| |
1
— |
\
- \
Ll
1
1 i ] ] I ¥
1.0 20 30 4.0 5.0 6.0 7.0 8.0

CHANNEL NO. (VOLTS)

Figure 24
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30 SECOND NEUTRON COUNT (hundreds)

20

S

o

proes

LITHIUM

IODIDE DETECTOR MOISTURE GAGE

CALIBRATION CURVES

IOme Cesium 137

33mc Americium Beryllium
3.3" Source Detector Separation

e=error channel no.
- 2.2 pef —== 45-10.0 volts
2.1 n —= 50-100 u
41 w — 55100 «
|o.2 —  60-10.0
I3 1 —a= 50-8.0
- 33 w =—= g0-70 u
' 06 w =—=w= 55-85
07 o« —= 55-60 u
06 n —* G0-65

45-10.0 =

£ .\50-100
12 55- 6.5

0.0

- - |
-\{due fo iron

absorption)

o A 6.0 -7.0

"
CHANNEL NO. (volts)

6.0-10.0
e—’ 5.0"‘ 6.0

£ 6.0-65

£$55-60

Basilite Moisture
Standard (20,6 pcf)
|_Silica Sand

Moisture Standard
(19.6 pcf)

Calibration of Minimum
Chemical Composition Error

Silica Sand Moisture Standard (~Opct)
MOISTURE CONTENT {pcf)

8

12 16 - 20 24
Figure 25 139



BORON TRIFLORIDE DETECTOR MOISTURE GAGE
| CALIBRATION CURVES

I0mec Cesium 137, 33 mc Americium Beryliium
2.5" Source Detector Separation

Chemical Channel

Error (pcf) No.
40 0.5 - 1.5 {volts)

400 7.5 LO-20
70 15-25
4-5 25 - 3.5 H
. o ~

9.0 . 35-45 — == 45-55
3.5 45-55 Silica Moisture

30 55-65] v Standard ( 19 pef)
3.3 - 20-30
8.0 30-40 n
80 40-50 » — 40-50

Basilite Moisture
Standard (23.5 pef)

54-60

7.5 5.0-60 »
300

—_——— 3.5-45

200

30 SECOND NEUTRON COUNT

5.5-65
3.0-40
25-35

20-30

100 1.5-2.5

1.0-20
— L . 05-15

/// MOISTURE CONTENT (pcf)

7 l [ | I | |

0 5 0 5 20 25 30
Figure 26
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S00~ BORON TRIFLORIDE PROPORTIONAL COUNTER
MOISTURE GAGE CURVES
Chemical ‘ Channei |1Ome Cesium 137
Composition No. 33 Americi B .
Error (pcf) | (volts) me Americium Berytium
25 Source - Detector
4.4 02-12 Separation
6.6 05- L5 *P
1.2 10-20
6.5 l15~25
400}~ {2.5 - 35
: 78 20- 30
6.5 30- 40 —_——t 4.0-50
75 35-45
2.0 4.0- 50
78 45-55
—_— 45-55
3001~ — 0212
o i
: P>
3
& '
b~ /
i L
=2 .
o
Z 5
2 25 %
“ 200}— o ETY
o) 3 2 2m
© Dry Silica N~ =0y
Std =38 7
' 52 o
g n
13
—E N ! 3s5- 45
e -
{2.0- 3.0
~ e [ 25-35
g e e 05-1.5
1.5-25
= 1.0-20
/" | MOISTURE C(IZ)NTENT (pcf)l ' |
] .
5 o) 15 20 25 30

Figure 27
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1200

1000

800

600

200

Dry Sitico Std.

I

8 INCH HEﬁIUM 3 PROPORTIONAL COUNTER
MOISTURE GAGE CALIBRATION CURVES

10 mc Cesium 137
33 me Americium Beryilium
25inch Source - Detecter Separatien

Chemical Channel No.

Error (pef) {volts)

LLac 10-20]
BS 20-30
T2 25-3.5
82 30-40
26 3.5-45
48 45-50
44 45-50

49 ' 1.5-2.5

w
n
[
»
L)

Std. {19.0pcf)

-a———3Sjlica Moisture
Std. {23.5pef)

- Basilite Moisture ~—————————=

30 SECOND NEUTRON COUNT

1.0-20

30-40
1.6-25

25-35

MOISTURE CONTENT (pef}
| I

5 10 15 20 25 30
Figure~ 28
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30 SECOND NEUTRON COUNT

COMPARISON OF THERMAL NEUTRON DETECTORS
BY MOISTURE GAGE CALIBRATION CURVES

1800—
!
1600{—
1400 |~
1200}
.- 1% x3mm LITHIUM - |ODIDE
SCINTILLATION DETECTOR
1000

2.-8" HELIUM -3 PROPORTIONAL
COUNTER DETECTOR

3.~ BORON - TRIFLORIDE PROPORTION (2" DIA.)
COUNTER DETECTOR

4. - BORON - TRIFLORIDE PROPORTION(i"DIA))

800 COUNTER DETECTOR

600

400

200

MOISTURE CONTENT {pcf)

.‘ 1 ] I [ I
0 ' 5 j0 15 20 25 30

Figure 29 1 43




DETECTOR COUNT RATE ( COUNTS PER MINUTE )

HELIUM (Hes) DETECTOR COUNT RATE PLATEAU INTERVALS

1x10°

1x 10°

1x10* -

1x10°

1x10°

OBTAINED BY APPLIED DETECTOR VOLTAGE
AND AMPLIFICATION VARIATON

Note: Detector output signal amplification
is decreasing from A to D,

1 i 5] | 1 ] ] 1 1 1 1 ]

2 4 6 8 10 t2 i4 16 18 20 22 24

APPLIED DETECTOR VOLTAGE (x10%)
Figure 30
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* TWO INCH DIAMETER BORON TRIFLORIDE DETECTOR COUNT RATE PLATEAU INTERVALS
. OBTAINED BY APPLIED DETECTOR VOLTAGE
AND AMPLIFICATION VARIATON

DETECTOR COUNT RATE { COUNTS PER MINUTE )

1x10°

1x 10°

tx10*

1000

Note: Detector output signal amplification
is decreosing from AtoE, The
high voltage is varied as indicated.

i } 1 1 { 1 | I H i i i

2 4 6 8 10 12 14 16 18 20 22 24

APPLIED DETECTOR VOLTAGE (X‘Ioz)
' Figure 31
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ONE INCH DIAMETER BORON TRIFLORIDE DETECTOR COUNT RATE PLATEAU INTERVALS
 OBTAINED BY APPLIED DETECTOR VOLTAGE

AND AMPLiFICATION VARIATON

0.1—10.0 VOLT WINDOW
1%10° |-
A

w

5 B _ __—~ 0.35-10.0 VOLT WINDOW
s /

& 10,000L—H
AR F1

W

0

| o -

4

5

8

D
€
“ 2 1000H

o ]

(]

z '

r—

[%]

W

’_

1iJ

(]

100 o
10 \ L o N L L 1 i L ]
0 2 4 6 8 10 12 14 16 18 20 22 24

o APPL_IED DETECTOR VOLTAGE (x102)
Figure 32
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COUNT RATE (CPM} x 103

1"

S

©

HELIUM (He-3) DETECTOR COUNT RATE VARIATIONS
DUE TO OPERATING TEMPERATURE INFLUENCES

» 1550 VOLTS

APPLIED VOLTAGE = 1500 VOLTS

«1450 VOLTS

i i | 1 1 |

100 200 300
TEMPERATURE (°F)

Figure 33
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TWO INCH DIAMETER BORON TRIFLORIDE DETECTOR COUNT RATE VARIATION
DUE TO OPERATING TEMPERATURE INFLUENCES

" .

10

APPLIED VOLTAGE { VOLTS

1350
——— === 1400

COUNT RATE (CPM) x 10°
-q
¥

-® {300 VOLTS
3 1 e 1 1 1 )

100 200 300
TEMPERATURE (°F)

" Figure 34
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5000~ || THIUM-10DIDE DETECTOR COUNT RATE VARIATION DUE

TO OPERATING TEMPERATURE lNFLUENCE B
DISCRIMINATOR THRESHOLD SETTING VARIATION
COUNT ® 75°F
" 4000
3000+ 5
-
' 3
z THRESHOLD REGION WITH
2 MINIMUM TEMPERATURE
= \
w
=
[
=
3
1]
w
2000~ 2 \
COUNT @ 140°F -—..\
1000 — NOTE. Max. Upper Discriminator
Set @ 7.0 Volits
THRESHOLD DISCRIMINATOR SETTING (Volts) }\
| [ | ] |
o} I 2 3 4 5 6
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" LITHIUM - 10DIDE DéTE(fTOR COUNT RATE VARIATION DUE TO
TEMPERATURE VARIATION AND DISCRIMINATOR INTERVAL
NOTE: DISCRIMINATOR INTERVAL=0.5 VOLTS

1600

{

| a— COUNT@ 75° F /R
1200~ _

1000}

. 8OO}

40 SECOND NEUTRON COUNT

e'Qo —

400

200}~

0 | 2. 3 4 5 6
DISCRIMINATOR THRESHOLD SETTING (Volts)

Figure 36
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PHOTOMULTIPLIER
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LEAD

HOUSING
\
SODIUM-IODIDE |

CETECTOR

NON - DENSITY SENSITIVE

RADIATION

CONDITION "A"

|

AN AN

\\ ‘M

L 1
ST

NON -DENSITY

RADIATION DETECTION REDUCED\

SENSITIVE

N

. TEST MATERIAL

LEAD
///HOU&NG
| __-GAMMA

”_—{ souRce

GAGE BOTTOM
PLATE -

e

CONDITION "8"

~hn

ANNARANNRNY

' \ L+ VARIED
L,

PRIMARY
SHIELD!NN

7

DENSITY
ATTENUATION

RN R
TEST MATERIAL

W/

BACKSCATTER DENSITY GAGE PRIMARY SHIELDING

Figure 37
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CCUNT RATIO

1.0
0.9

0.8

Q.7

0.6

0.5

Q.4

o
w

c.2

0.t

0.09

oos

BACKSCATTER DENSITY GAGE CHEMICAL COMPOSITION ERROR
DUE TO PRIMARY SHIELDING THICKNESS

CALCIUM STANDARDS

ILICON STANDARDS

AMOUNT CF
CHEMICAL
COMPOSITION ERROR

PRIMARY
SHIELDING
THICKNESS

CALCIUM & SILICON DENSITY
CALIBRATION CURVES

1 1 ] 1 I | 1 | ~2.50 ]
100 10 120 130 140 150 160 170 180
DENSITY {IN PCF)
Flgure 4%
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LEAD PRIMARY

SHIELDING
LEAD SOURCE
LEAD CHANNEL HOUSING
LEAD BRICK ‘
OR SHEET
GEIGER-MULLER —*IVARIED -10Omec CESIUM 137

0.65" COLLIMATION

DETECTOR
\

N
7 Do

METAL FILTER [ 10
(0.042" LEAD )

CALCIUM STANDARD
(173.0pef )

GEIGER-MUELLER BACKSCATTER DENSITY GAGE
PRIMARY SHIELDING TEST APPARATUS

Figure 43
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I

POSITION OF PRIMARY SHIELDING
LEAD BRICKS OR SHEETING

|——VARIED

GEIGER MUELLER

g/
y

/

lo

DETECTOR

LEAD CHANNEL

LEAD SOURCE
HOUSING \§

87

X -

|
i

DENSITY STANDARD

TRANSMISSION GAGE TEST APPARATUS TO DETERMINE
PRIMARY SHIELDING INFLUENCE ON COUNT RATE

Figure 45
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8000

20 SECOND COUNT RATE

7000

6000

5000

4000

3000

2000

1000

THE EFFECT OF NEUTRON ENERGY DISCRIMINATION
ON MOISTURE GAGE CHEMICAL COMPOSITION ERROR

83 mc Americlum - Beryllium
11/2" x 3mm Lithium lodide Detector

MOISTURE GAGE CALIBRATION CURVES_

i.5-70

2.0-70
25-7.0
3.0-7.0
3.5~-7.0

4.0-7.0
4.5-7.0

3.0-7.0
4

INSTRUMENT
SETTING(VOLTS)

NOTE: Maximum full scale

~ discriminator setting = 7.0 volts.
RSO WW%F’%
oIty | "(pet) | (po) | ° (ot
1.5 0.3 28 05
2.0 0.5 2.8 0.6
2.5 1.2 2.8 0.3
3.0 0.5 2.8 0.5
3.5 0.5 2.4 0.4
4.0 0.3 2.8 0.3
4.5 0.4 2.3 0.4
: 5.0 0.9 2.0 0.7
] i i | L J

o} 5 10 15 20 25 30

WATER CONTENT ( pcf)

B Figure 48
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20 SECOND COUNT RATE

EFFECTIVENESS OF 0.01" CADMIUM-DISCRIMINATOR
ON MOISTURE GAGE CHEMICAL COMPOSITION ERROR

83 mc Americium -Beryllium
11/2" x 3mm Lithium lodide Detector

MOISTURE GAGE CALIBRATION CURVES

8000
F

7000 r~

6000 -

5000

I

BENTONITE

4000

3000

2000

INSTRUMENT
SETTING(VOLTS)

¥
1.5-7.0

20-7.0

25-70

3.0-70

3.5-70
4.0-7.0

4.5-7.0

5.0-70

iR [ SR
{VOLTS) (pct) (pet) (pct)

1.5 0.3 2.0 o]

2.0 0.6 2.5 0

1000 2.5 0.8 2A 0.6
3.0 i.2 2.4 0.5

— 5 3.5 0.8 1.9 0.4

4.0 0.8 2.0 04

4.5 0 2.8 0.3

5.0 0.9 2.5 0.6

o) ] 1 | ] I i
0 & 10 15 20 25 30

WATER CONTENT ( pcf)

Figure 49
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20 SECOND COUNT RATE

EFFECTIVENESS OF 0.2188" POLYETHYLENE-FILTER DISCRIMINATOR
ON MOISTURE GAGE CHEMICAL COMPOSITION ERROR

8000

7000

6000

5000

4000

3000

2000

83 mc Americium - Bery!_lium
1 172" x 3mm Lithium lodide Detector . INSTRUMENT

MOISTURE GAGE CALIBRATION CURVES (SETTING tvouTe )

1.56-T7.0

!

2.0-7.0

25-70

3.0-7.0
35-7.0

40-7.0
45-7.0

BENTONITE
ERROR

50-7.0

e [ e

(voLTS) (pcf) | (po {pet)
1.5 10 24 0

2.0 0.3 24 | oa

1000 2.5 (o X| 1.9 o}
3.0 0.8 1.4 0.4

3.5 0 1.8 0.2

4.0 0 1.7 0.3

4.5 0.4 2. 03

5.0 0.4 20 0.6

0. ] . I 1 | | ] ]
o] 5 1¢ 15 20 25

WATER CONTENT ( pcf)
Figure 50
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EFFECTIVENESS OF 001" CADMIUM & 02188" POLYETHYLENE DISCRIMINATOR

20 SECOND COUNT RATE

8000

7000

6000

3000

4000

3000

2000

ON MOISTURE GAGE CHEMICAL COMPOSITION ERROR

83 mec Americium - Beryllium
11/2" x 3mm Lithium Todide Detector
MOISTURE GAGE CALIBRATION CURVES

BENTONITE
ERROR

INSTRUMEN

T

SETTING (VOLTS)

1.0-

30 -

7.0

20-7.0

20-7.0

7.0

3.0-70
40-70

45 -70

50-7.0

TR <SR S et

{VOLTS) (pcf) (pch {pcf)

1.5 1.4 1.5 0.2

2.0 0.6 1.9 0.2

1000 2.5 1.4 1.3 0.8
3.0 1.0 1.1 0.6

3.5 0.8 1.4 0.7

4.0 0 1.2 0.6

4.5 0.4 1.3 6.7

5.0 0.1 1.7 0.4

0 I i I I B R
0 5 10 15 20 25 30

WATER CONTENT ( pcf)

Figure 51
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COUNT RATIO

COUNT RATIO

1.0
09

0.8

0.7

0.6

0.5

0.4

c.3

o2

T o

OPTIMUM OBSERVED CALIBRATION CURVE FOR A COBALT 60 BACKSCATTER GAGE

TANDARD COUNT: 78,14

SILICA
STANDARD
CURVE

BACKSCATTER DENSITY GAGE
3mc CO- 60 GAMMA SOURCE

15 x 14 SODIUM-IODIDE DETECTOR
0.65" SOURCE-DETECTOR SEPARATION
13" SQURCE~DETECTOR SEPARATION

6" PRIMARY SHIELDING

SENSITIVITY RATIO = 1.93
CHEMICAL COMPOSITION ERROR =08 pef AT 160pcf DENSITY
DISCRIMINATOR SETTING: Q.14 mev. TO 0.435 mev.

CALCIUM STANDARD
CURVE

1 1 ) 1 ] i I | i

0.6

0.5

04

0.3

0.2

0.5

100 110 120 130 140 150 160 170 180
‘ DENSITY (IN PCF)
STANDARD COUNT . 36,173
BACKSZATTER DENSITY GAGE
3 e CQ—60 GAMMA SOURCE
15 x 1§ SODIUM-IODIDE DETECTOR ,
0.65" SOURCE COLLIMATION SILICA STANDARD CURVE
15" SOURGE—~DETECTOR SEPARATIOI
6" PRIMARY SHIELDING _ '
SENSITIVITY RATIO =2.15
CHEMICAL COMPOSITION' ERROR = 5.0 pcf AT 160 pef DENSITY
DISCRIMINATOR SETTING: 0.6 mev.TO 0.90 mav. -
_ GALCIUM STANDARD GURVE
l | | d i 1 1 > ]
100 110 120 130 140 . 150 160 170 180
’ DENSITY {IN PCF}
Figure 52
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a0

MAXIMUM CHEMICAL COMPOSITION ERROR OF CALIBRATION CURVE (pcf)

'BETWEEN 100 TO 160 pcf DENSITY:

3.0

2.0

10

0.315 . 0.783
F 6920 0.525 //’
! ~ e
N N ”
/2 // \\ //
ofs R
Vy .‘? o\x‘/\b \‘0/
SIS £rs 0.630
Q, P
) /
' 8 //
0554 g / 0.380
/
/
4

/ | 0.420
/ 10me CESIUM 137 GAMMA SOURCE
J A 10" SOURCE-DETECTOR SEPARATION
055 2" PRIMARY SHIELDING

.0.65" SOURCE COLLIMATION

Note: Arrow denotes ihcreasing discriminator interval,

1 S 1 ] { |

0.1 0.2 03 0.4 0.5 0.6
WIDTH OF DISCRIMINATOR. INTERVAL {Mev.)

THE VARI-ATION»'ZOF CHEMICAL COMPOSITION ERROR
- DUE TO DISCRIMINATOR SELECTION

Figure 56
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COUNT RATIO

COUNT RATIO

1.5

1.0
0.9

08

Q.7

0.6

Q.5

0.4

0.3

1.5

1.0

.09

[ X ]

0.7

0.6

0.5

0.4

03

CALIBRATION CURVES RESULTING FROM CHANGES IN SOURCE
COLLIMATOR CAVITY SHAPE & PROTRUSION PAD THICKNESS
BACKSCATTER GAGE PARMETERS

FLUSH CALIBRATION
CURVE
SENSITIVITY =1.95

Protrusion—«{
0.197" Air-Gap

197" AIR-GAP CALIBRATION
CURVE
SENSITIVITY =1.82

CHEMICAL COMPOSITION
3.0 PCF ERROR

»

AIR-GAP CONDITION

Dansity Slur_\dnrd
Il 1 1

Smoll Brass Spacer
ot Corner of Goge,

{2"x2") Na I (TL} Scintitlation Detactor
0.5" Getactor Collimation,

10mCl Castum=137 +33mCi Americium
beryllium 10" Sourcs Collimation.

10" Source - Detector Separation.

Discriminator: 0.16 mev to 0.30mev.

0.0625" Stainless Steel Protrusion Pads,

0.75"diam: Vartical Source Collimator Cavity.

AVERAGE CALIBRATION CURVE ERROR DUE

T0 0.197"AIR-GAP = 9.8 PCF,

CHEMICAL COMPOSITION
5,25 PCF ERROR

FLUSH CALIBRATION

CURVE

SENSITIVITY =1.87

SOURCE

110 120 130

0.197"AIR-GAP CALIBRATION
CURVE
SENSITIVITY =1.68

CHEMICAL COMPOSITION
2.0 PCF ERROR

FLUSH GONDITION §

BACKSCATTER GASE | & |
. T
| 03128 D& E

Density Standard Steel

77777777 Tl 777N ]

1 i |

i 1 1
140 150 180 170

Aluminum

(2"x 2") NaX (TL) Scintillation Detector
0.5" Detector Collimatlon.

10 m Ci Cesium 137+ 30m Ci Americium
beryllium 0.75" Source Collimaticn,

10" Source —Detecior Separation.

Discriminator: 0.16 mev. to .30 mav.

©.3123" Aluminum + Stainfess Stesl Pads.

Trapizoidal Source Colllmator Cavity.

AVERAGE CALIBRATION CURVE ERROR DUE
TO 0197" AIR-GAP = 7.2 PCF.

CHEMICAL COMPOSITION
2.5 PCF ERROR

1o i2q 130

DENSITY (IN PCF)

‘ Figure 58
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STANDARD DEVIATIONS OF THE COMMERCIAL AND AUTOPROBE BACKSCATTER GAGES

/AS/ {pet) /8S/ (pcf) 785/ (pet) /48/ (pef

745/ ( pef}

/AS/{pef)

REGRESSION ANALYSES OF ABSOLUTE DIFFERENCE BETWEEN

5.0

20

1.5

1.0

03

20

1.0

290

WITH TRANSMISSION GAGE AND CORE SAMPLES
RELATIVE TO SOIL. TYPE GROUPING

BEST FIT IS CURVALINEAR

UNPREPARED TEST SURFACES

L]
/457 CBS &
: : Y = 1.42526 +3.2255% 1
L

-

PREPARED TEST SURFACES

Y = 1.4647 + 0370723~

/45/ CBS & TRANS-CORE

L ]
\‘\'.
. L J
A { 1 1 1
UNPREPARED TEST SURFACES
/AS/ ABS & CBS
Py Y =1.02023 + 1.39414% ™
[ ]
1. b
i 1 1 L | §
. PREPARED TEST SURFACES
- /AS/AB & CBS
= 0.376317 + 0. 755959::"
L [ ]
. [ ]
4 R _—
L L 1 1 ]
° UNPREPARED TEST SURFACES

/AS/ CBS 8 TRANS-— qORE
=0.723888 + 1.53561X ™

1.0

PREPARED TEST SURFACES
/4S/ CBS B TRANS-~-CORE e
Y = 0233079 + 0.917344X™

. -
L3
] l ] l ]
1 3 5
SOIL TYPE GROUPING ACCORDING TO PARTICAL SIZE
COARSE .GRAIN FINE GRAIN

Figurae 60
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REGRESSI‘ON ANALYSES OF ABSOLUTE DIFFERENCE BETWEEN
MEAN INDICATED DENSITY OF THE COMMERCIAL AND AUTOPROBE BACKSCATTER GAGE
WITH TRANSMISSICN GAGE AND CORE ‘SAMPLES )

RELATIVE TO SOIL TYPE GROUPING
10.0+

BEST FIT IS LINEAR .
NPREPARED TEST SURFACES
s dor /Ad/ CBS B ABS
& Y = LBET + 1.326X
-
h -]
<]
S
i 1 1 1 (]
T.5p=
= i e B
E sor ° -
3 — b PREPARED TEST SURFACES
Q 28k /Ad/ CBS & ABS
~ Y =3.409 + 0.487X
0 1 L i 1 ]
750 : .
UNPREPARED TEST SURFACES
/8d/ ABS & TRANS-CORES
Y =3.7795 + 0.496X
5
3 sof
ey
-
aQ
®
25} . PREPARED TEST SURFACES
‘ /847 ABS 8 TRANS-CORES
Y= 2.55 +0,318X
1 i 1 | ]
20.0
[ ]
Zi00F ® :
3
b UNPREPARED TEST SURFACES
/4d/ CBS TRANS-CORES
Y = 51708 + 1.859X
o 1 1 | L J
100
3
2 sof o
-?3 PREPARED TEST SURFACES
/Ad/ CBS 8 TRANS-CORES
Y= 3266 + 1.122X
1 1 1 | }
0 1 2 3 4 5
SOIL TYPE GROUPING ACCORDING TO PARTICAL SIZE

COARSE GRAIN FIMIEl GRAIN
L
Figure &l
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Alr~Gap

* TABLE 1
BACKSCATTER GAGE ATR-GAP ERROR
OBTAINED BY LABORATORY EXPERIMENTS

Air-Gap Error (in pef) for: O Inch Detector Collimation

Average Air-Gap

Alr-Gap Between:Entire Backscatter Gage & Test Surface

176"

0.25 Inch Source Collimation Error
Condition Standard Density Block (in pcf)
‘ c-1 c-II C-1II S-I S-1I S-III
1 1.5 1.2~ 3.0 1.0 0.6 2.0 1.5
2° 0.3 0.5 2.2 0.3 0.8 3.0 1.2
3 1.0 0.5 0.7 0.9 0.8 0.2 0.7
4 2,2 3.0 6.0 1.8 3.0 4.8 3.4
S Air-Gap Error (in pcf) for: 0 Inch Detector Collimation Average Air-Gap
Air-Gap 0.65 Inch Source Collimation Error
Condition Standard Density Block {in pcf)
Cc~I C-I1 C-I1I S5-I S-1I S=-1I1
1. 0.4 0.5 0.7 0.2 1.0 0.8 0.6
<2 0.2 0.6 0.6 0.2 0.4 2,2 0.7
3 0.1 0.0 0.7 0.1 1.0 1.2 0.5
4 1.5 1.8 - 6.7 ‘ 1.7 1.9 4.0 2.9
= ‘Air-Gap Error (in pcf) for: 0.25 Inch petector Colifmation Average Air-Gap
Air-Gap 0.65 Inch Source Collimation _ Error
Condition ' Standard Density Block (in pcf)
Cc~-1 C-I1 C-III S-I S-11 5-IXI
1 0.8 0.3 | 1.7 0.2 0.4 0.7 0.7
2 0.1 0.7 1.8 0.2 0.2 3.7 1.1
-3 0.3 0.7 1.8 0.6 0.7 0.7 0.8
4 1.2 2.2 3.6 1.0 1.7 3.7 2,2
"g‘fﬁif-cap
*¢ Coridition Gage Configuration
‘ 1 Alr-Gap Between Source Collimator and Test Surface
2 Air- Gap Between Primary Shielding and Test Surface
3 Alr-~Gap Between Gamma Detector and Test Surface
4
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TABLE 12
SUMMARY OF CHEMICAL COMPOSITION ERROR AND GEIGER-MUELLER DETECTOR
SENSITIVITY DUE TO BACKSCATTER GAGE CONFIGURATION

Maximum
Source-Detector Chemical Primary
Detector Type Separation Filter Thickness Composition Sens leiviey Shielding
(in inches) (in inches) Error (pcf) Ratio Thickness
Bet, 100/160 ' (in inches)

Halogen Quenched 6.25 Lead 0.0045 5.0 1.32 &

" " " " 0.026 7.0 1.37 4

" " " None 1) 15.0 1.44 4

" " 10 None 0 11.0 1.91 4

" " 10 Lead 0.0045 11,5 1.85 4

" " 10 " 0.026 25 1.89 4

" " 10 " 0.042 25 1.57 4

Tantalum Lined 9 None 0 3.0 1.74 4

" " " Lead 0.0045 4.5 1.78 4

" " " " 0.0135 4.5 1,78 4

" " " " 0.018 3,0 1,72 4

. " " " 0.0225 2.0 1.73 4

" " " " 0.026 2.5 1,75 4

" n " Brass 0.033 3.0 1.75 4

" " " Brass 0.033 2,5 1.75 4
Lead 0.0045

" " " Brass 0.033 3.0 1.75 4
Lead 0.0135

" " " Lead 0.042 3.5 1,70 4

Tantalum Lined 10 None o 8.0 1.85 4

" " " Lead 0.0045 4,5 1.89 4

" " " " 0.0135 5.0 1.89 4

' " . " 0.026 4.0 1,91 4

" " " " 0.042 7.0 1.91 4

' " ' Brass 0.033 3.5 1.92 4

" " " Brass 0.033 2.0 1.88 4
Lead 0.0045

Brass 0.033 2.5 1,90 4
Lead 0.0135

Platinum Lined 9 None 0 8.0 1.77 4

" " " Lead 0.0135 5.5 1.62 4

" " " " 0.0225 4.5 1.80 4

" " " " 0.042 2.0 .86 4
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CESIUM 137 BACKSCATTER GAGE CONFIGURATIONS WHICH EXCEED
1.90 SENSITIVITY RATIO

Discriminator Source- : Gamma Chemical 1 Minute Count
Setting Detector Sensitivity Source Composition | From Calibration
(Mev) Separation Ratio Collimation Error Curve at 140 pef
i _(iaches) (inches) {pcf) (dpproximate) '
0,127 - 0.233 11 2.12 0.65 2.4 27,900
0,127 - 0.338 2.09 1.9 38,700
0.127 - 0.420 2,07 1.9 40,600
0,150 - 0.420 2,03 1.5 22,800
0.150 - 0,525 2.02 3.0 34,900
0.150 - 0.630 2.01 2.7 34,800
0.150 - 0,738 2,02 3.0 34,700
.0.170 - 0,215 2,12 2.5 10,400
1910.170 - 0,275 2,08 1.7 20,500
‘0.170 - 0.525 2,03 1.5 28,100
0,170 - 0,630 2,00 2.0 28,200
0.170 - 0,738 2.01 1.7 28,500
05,215 - 0,315 2.03 1.5 13,800
0,215 ~ 0.420 1.98 2.0 16,900
0.150 - 0.420 1.90 0.35 2.4 91,600%
0.150 - 0,738 1.82 ¥ 2.1 100,500%
- 0,150 - 0.420 1.97 0.25 2,2 104,200
0,150 « 0.738 1.98 2.8 108,400
0,127 - 0.233 10 1.96 0.65 2.0 47,100
0,127 - 0.338 1.94 1.9 64,500
0,127 = 0.420 1.93 0.9 68,700
0.170 - 0,215 1.94 0.5 17,400
0.170 - 0,275 1.92 1.7 34,200
0.170 - 0.380 1.89 | 2,5 44,600
0:170 - 0.525 1.91 3.4 47,300
0.170 - 0.630 "1.90 3.0 47,700
0.170 - 0.738 1.90 3.5 47,800
0.215 - 0.254 .94 2.5 12,600
0.215 - 0,315 1.89 3.5 23,000
0,215 - 0.420 1.84 J 3.5 28,500

Backépatter Gage Apparatus Constants: (1) 2" Primary Shielding (Lead)

(2) 1-1/2" x 1-1/2" Sodium-Iodide Scintillation
Detector

(3) 10 millicurie Cesium 137 Gamma Source

" #Recorded Count Rate Without 2" Primary Shielding
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TABLE 18 ‘
MEAN DENSITY OF GAGE MEASUREMENTS (pcf)

Backscatter Gage

Transmission Gage

Materials Tested

Commercial Autoprobe Source Depth

Unprepared | Prepared | Unprepared | Prepared 8 Inches 4 Inches
Silty-Sandy Gravel - 113,5 113.5 119.5 121.6 119.3
Gravelly Sand - 118.2 121.2 122.4 126.9 124.9
-#30 Sand - 115.0 115.5 117.3 113.9 -
Silty Sand - 103.8 - 109.8 114.0 -
Silty Sand 103.5 106.7 111.4 112.7 119.2 -
Fine Silty Sand 106.0 106,0 105.0 112.3 110.1 -
Fine Sandy Silt 105.6 109.5 115.9 116.7 115.6 -
511t 122.3 123.0 128.8 128.9 133.2 -
Aggregate Base 132.1 138.5 134.2 140.9 138.6 -
Aggregate Base 136.0 140.7 139.4 141.2 140.5 -
Agﬁregate Base 132.8 137.8 137.4 139.2 138.8 -
-3" Subbase 104.6 106.4 107.6 115.9 109.3 -
Gravel & Cobbles 105.2 116.9 112.7 121.2 127.9 -
w/ Clay-Silt Binder
Cement Treated Base - 129,2 134.9 136.4 136.8
Silty Clay 97.0 102.3 106.3 107.6 - 113.7 -
Silty Clay - 112.8 - 116.2 119.9 -
Gravelly Clay - 117.3 - 120.6 121,7 -
Alkali Clay - 98,2 - 105.9 105.8 105.1
Iron Slag - 116.0 107.6 115.6 - 116.0
.Borate Soil - 76.4 - 87.1 99.5 89.3
Asphalt Concrete - 145.0 - 145.5 149.5 Core Density
Concrete Pavement 143.9 144.8 148.4 149.,3 149.7 Core Density
Concrete Pavement 141.4 141.4 144.5 145.5 149.7 Core Density
Concrete Pavement 142.1 142.7 145.1 146,0 149.7 Core Density

STANDARD DEVIATION OF

DENSITY MEASUREMENTS (pcf)

Silty-Sandy Gravel
Gravelly Sand
-#30 Sand

S$ilty Sand
5ilty Sand

Fine 5ilty Sand
Fine Sandy Silt
Silt

Aggregate Base
Aggregate Base
Aggregate Base

=3" Subbase

Gravel & Cobbles

w/ Clay-Silt Binder
Cement Treated Base
Silty Clay

Silty Clay

Gravelly Clay
Alkali Clay

Iron Slag

Borate Soil

Asphalt Concrete
Concrete Pavement
Concrete Pavement
Concrete Pavement

.39
.87

72
.93
43
12.65

RISt
L
-
oo

.13

=t
= O

.65

[T 0 N T S N S I R I - N |
Il
O

3.95
10.0
0.55
3.35
4,29
3.33
3.67
4,22
1.95
2,79
7.65

2,28
3.80

3.35
3.94
2.37
1.37
3.50
2.40
3.38
1.56
3.18
2,41
1.76

[ ...
NV
oW

'—I
Wb ~oo
~NOoOoO NP

~NOOMPMD

0.64
0.88
0.41

=
O

WwnPuwwd RPN

IR
NOOoOMNOWVMOO O
M~ WUBOWLm

T
Eiy

I
NSOV L»in
NOFHNHWUOMNA

COFFNONFRNN OGN

5.76 5.61
12.8 13.3
1,02 -
3.08 -
3.76 -
4.32 -
4.73 -
3.59 -
1.58 -
1.59 -
2.45 -
2,69 -
3.70 -
2.87 2.64
1.70 -
0.87 -
1.89 -
0.95 2.52
- 0.56
1.88 2,42
0.75 Core

0.90 Core

0.90 Core

0,90 Core

Backscatter Gage Apparatus Constants: Elg

Note:

2

Scintillation Detector
(3) 10 millicurie Cesium 137 Gamma Source

Recorded Count Rate Without 2" Primary Shielding
193
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TABLE 19

PERCENT PROBABILifY OF * COINCIDENT DENSITY MEASUREMENTS EETWEEN
THE BACKSCATTER AND TRANSMISSION GAGES

Backscatter Gage
i.
Commerclal Autoprobe
‘Unprepared Prepared Unprepared Prepared
=1 Transmission 8" . At 8" 4" 8" 4" 8" 4"
. Source-Depth .
+:| Materials Tested
N Lo ¥
Silty-Sandy Gravel - - 28,3 47.0 33.3 44.9 89.4 97.3
| 6ravelly Sand - - 64.2 72.1 73.0 76.2 75.1 78.3
"1 =#30 Sand - - 4b.6 - 29.8 - 2.3 -
=1 8ilty Sand - - ' 8.9 - - 38.4 -
1 s{ity Sand 5.4 - 2.0 - 18.0 - 23.8 -
.| Fine Silty Sand 52,0 - 52.0 - 30.9 - 68.9 -
“I rine Sandy Silt 2.0 - 9.6 - 65.5 - 61.3 -
| sile 10.2 - 5.8 - 39.5 - 39.6 -
| Aggregate Base 4.5 - 57.6 - 16.4 - 34.5 -
-| Aggregate Base 15.5 - 42.9 - 29.0 - 38.8 -
A gregate Base 13.5 - 24.9 - 45.1 - 50.6 -
h %%. Subbase ‘1 6.2 - 8.6 - 27.0 - 0.0 -
| Gravel & Cobbles 3.6 - 1.4 - 10.6 - 20.1 -
| w/ Clay-Silt Binder - - - - - - -
«'| Cement Treated Base - - 10.0 6.8 - - 64,0 59,2
-1 811ty Clay 0.0 - 0.8 - 5.1 - 4,0 -
1" 8ilty Clay - - 0.5 - - - 3.6 -
Gravelly Clay - - 3.50 - - - 86.2 -
Alkali Clay - - 2.0 10.0 - - 27.8 64.2
Iron Slag - - 19.0 - - 0.0 58.2
Borate Seoil - - 0.0 0.0 - - 0.0 48.7
.| Asphalt Concrete 0.0 0.8
| Conerete Pavement 2,0 7.0 22,7 59.2
Concrete Pavement 4,2 0.0 0.0 0.0
Concrete Pavement 0.0 0.0 0.0 0.0

ks

. Backscatter Gage Apparatus Constants: Elg 2" Primary Shielding (Lead)
‘ 2y 1-1/2" x 1-1/2" Sodium-Iodide
' Scintillation Detector
. (3) 10 millicurie Cesium 137 Gamma Source

Note: 'Recorded Count Rate Without 2" Primary Shielding
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PHOTO 1 - AUTOPROBE IN
CONTACT  WITH SOIL

PHOTG 2 - FIELD TEST:

CLAYEY, SILTY SAND
WITH AGGREGATE
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PHOTO 3 =~ FIELD TEST: PORTLAND CEMENT CONCRETE
PAVEMENT

SOIATY ;
A s,
AL

PHOTO 4 - FIELD TEST: SILIY SAND AND AGGREGATE
SUBRASE
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PHOTO 5

ELECTRONIC INSTRUMENT MODULE
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Specifications for Nuclear Density~Moisture Gage
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" SPECIFICATIONS FOR NUCLEAR DENSITYfMOISTURE GAGE

September 1973

I. GENERAL

The portable nuclear density-moisture surface gage shall be
suitable for determining density and moisture of soils, aggre~-
gates, treated bases, and the density of asphalt pavements. '
It shall be capable of determining density in two operating
modes. These modes shall be direct transmission of gamma ,
radiation, and backscatter of gamma radiation. The gage shall
determine moisture by detecting backscattered thermalized
neutrons. ' o

The gage shall be a single unit, self-contained and consist of
a radioactive source, radiation detectors, power supplies,
counting circuits, timing circuits, data display, and related
- electronic components, ' : :

. L]
The gage shall be dustproof, moisture proof, shock resistant,
and electronically stable. The gage shall operate reliably,
accurately, and with negligible drift, in all three operating
modes, over an ambient temperature range of 32°F to 145°F and
with the probe on, or in, material whose internal and surface
temperature will range between 32°F and 300°F.

The radioactive source shall be in the transmission rod and the
radiation detector(s) in the case.

The gage shall weigh not more than forty (40) pounds and have
outside dimensions not to exceed seventeen (17) inches in length,
ten (10) inches in width and twenty-two (22) inches in height.

All above specified dimensions apply to the gages‘with aﬁy appur- .

tenant 1lid or cover in place and closed. The dimensions include
the carrying. handle and any exterior tube positioning brackets
with the tubes in place. ;e .

All electronic circuitry, radiation detectors and batteries shall
be s~ arranged as to be easily removable from the case without
removing, unshielding, or in any way disturbing the source.

All electronic circuitry shall be of solid state, mechanically
sound, modular construction. The circuitry shall be mounted on
G-10 epoxy glass plug-in circuit boards. The manufacturer
shall provide sufficient "burn-in" time for electronic sub-
 assemblies to assure himself that premature failure ox change



in electrical characteristics of a component ‘is only a remote
possibility. The length of "burn-in" time shall conform to
current instrumentation industry practice and in no case shall
be less than fifty (50) hours total.

An exterior service access opening shall be provided in the gage
case to permit the use of an external test meter to check the
"output of the primary voltage supplies while the circuitry is

in operation. High voltage adjustment controls to obtain
plateau curves for the gamma and neutron detectors shall be
adjustable by means of the service access opening. The intent

is that the external test .meter connection facilities, -and the
high voltage adjustment controls will be affixed to the electronic
circuitry chassis in such a way as to be removable from the case
as part of the chassis for bench testing and adjustment, as well
as. to be reachable through the access opening for field testing
and adjustment without removal of the electronic chassis from

. the case. A dust and moisture proof cover plate to be provided
for the service access opening shall be secured in place by means
of machine screws rather than sheet metal screws.

Exception to the external test meter connection facilities may
be taken, provided: the manufacturer supplies a suitable extender
board as a part of the gage purchase price. The use of such

a board shall be evaluated, on an actual gage, by the purchaser
to determine whether or not the exception will be allowed. A
bidder may also take exception to the provision of high voltage
adjustment controls provided the detectors meet the requirements
set forth in Section II of these specifications. '

Design of the probe, scaler, and control panel shall reflect
consideration of the human operator and the manner in which he
_functions as the user of the gage.

II.. GAGE sysTem . . = C

The radicactive source, to be placed in the ground for operation
in the direct transmission mode shall be contained in a trans—
mission rod either 5/8 + 1/64 inch in outside diameter or 3/4 +
1/64 inch in outside diameter. The tube shall be made of non-
corrosive material having a minimum hardness of 60 as rated on
the Rockwell B scale. The tube.shall be strong enough to resist
bending in normal hard usage and the outside surface shall be
smooth and true. Permanent markings, referenced to the center
of a radicactive source within the rod, shall-be provided on

the outside surface of the rod (or guide rod) at one (1) inch
intervals to denote, from two (2) to eight (8) inches, the depth,
below ground, of the transmission readings.




Any gamma detector used in the gage shall be of the halogen
quenched, platinum cathode, Geiger-Mueller type. The operational
- response curve of any gamma detector used in the gage shall
exhibit a well defined plateau with respect to applied voltage .
when used on a density standard weighing between 100 and 140 1lbs,
per cu. ft. The plateau shall have a minimum length of two
hundred and fifty (250) volts and shall have a slope of five (5)
percent, or less, per one hundred (100) volt change. The slope
percentage shall be based on the following relationship:

Plateau .
_ 7.~ = Slope
)
. R /
51 .- :
3
Volts (V)
: Yz - Yl 4 . ' .
Slope = T Iy (107) = %/100 volts
271 :

Y = Counts
V = Volts '

The operating voltage, for the gamma detector, shall be set by
the manufacturer at a point in the plateau about one-third (1/3)
of the length of the plateau from the lower end. In the event.
the manufacturer elects to provideée a fixed high voltage supply,
rather than the specified variable supply, he shall provide a
certificate stating that the detector characteristics, during
the life of the detector, will not change the plateau to the
extent that a change in operating voltage would be required.
Additionally, in this case, he shall provide normally priced
supply of replacement detectors with plateau ranges which-
essentially duplicate that of the original detector, for a
minimum 5-year period subsequent to the date of delivery of
the gage. .



Except as providea below, a separate high voltage plateau adjust-
ment shall be provided for each radiation detector. The intent
is that each detector should operate within its plateau voltage.

Exception to a separate adjustment will be allowed if the manu-
facturer will certify that his detectors are of such standard
manufacture that required operating voltage for replacement
detectors will not change 'significantly for a 5-year period.

The ‘intent is that tube replacement can be made, and optimum
performance obtained, without modification of the unit. Recali-
bration with tube’replacement is satisfactory.

" The detector (s) shall be‘easy to remove from the gage case and
‘any detector (s) shall be connected to other circuitry by means
‘of male and female connectors at the base of the detector.

‘A .guide for the -transmission rod shall be provided to hold the
rod so that the long axis of the rod coincides with a plumb line
when the gage is placed on a level surface. The guide shall be
sturdy and shall provide positive mechanical indexing for the
rod at all marked depths. The guide shall be so designed, that
once the rod is indexed, the source-detector geometry cannot be
altered by rocking or sliding of the rod with respect to the
guide. When the source rod is in the 8-inch transmission
position, a 20-pound force applied perpendicular to the end of
the rod in one direction, -then applied at 180° in the opposite
direction shall not cause more than .125 inch differential
movement. The gage will be held rigidly in place during this
test. ’ '

. A satisfactory method shall be prov1ded for v15ua11y indexing
the rod with respect to rotation, about its long axis, within
the guide., Positive mechanical indexlng shall also be provided
for' the rod when the backscatter mode is used. Also, design
of the rod and the bracket shall be such that soiling of the
rod resulting from normal usage neither causes sticking nor
‘necessitates frequent cleaning. One hundred. (100) tests will
be performed in the 8-inch direct transmission mode in any

soil type (at any moisture) used for highway construction and
no excessive sticking of the rod shall occur. The transmission
rod“will not be wiped by the operator during these tests. A
self cleaning unit shall be a part of the gage. In addition,
the bracket shall be easy to clean and shall protect both ends
of the inserted portion of the transmission rod f£rom mechanical
damage or contamination with soil or asphalt. In the event that
a guide for the rod for the backscatter mode is built into,
rather than affixed to, the case, it shall be in the form of a
sheath which is easily’cleaned and whose opening does not
communicate, in any way, with the interior of the gage case.

IR R e e e



The isotopes in the radiocactive source shall 9onsist of between-
eight (8) to ten (10) millicuries of Cesiuml and fifty (50)
millicuries of Americium Beryllium. The source shall be
doubly encapsulated in stainless steel, and shall be so contained
in the gage system case that it may readily be exposed while
taking readings and contained within shielding when not in use.
The source shall be positively positioned and secured within the
transmission rod and designed so that no movement of the rod
{source) occurs about its longitudinal axis. The operation and
design of the source-shielding complex shall be such that emitted
radiation, with the source in any exposed position, does not vary
from one time to another. The radiation levels shall not exceed
10 mrem/hr at a distance of 6 inches from the top and sides of
the gage while in the normal backscatter operating position on -
the surface of compacted soil weighing 150 pounds per cubic foot.
‘The gamma and neutron radiation levels shall not exceed 50 mrem/hr
at a distance of 6 inches from the bottom of the gage whlle in
the safe or shielded position.

The gage shall be equipped with a keyed locking device to prevent
accidental unshielding of the source.

In the event that the handle used for carrying the probe also
serves to unshield the source, the handle shall be designed so
as to not only be stable while carrying, but also to prevent
accidental unshielding -of -the source.

The detector for thermallzed neutrons for moisture determlnatlon
shall be a Boron Triflouride tube(s).

T

IXII. POWER SOURCES

The gage shall be capable of operation from its own self-contained
power pack, and 115 + 10 volt, 60 Hz alternating current. The

. self-contained power pack shall be composed of nickel-cadmium
batteries. These batteries shall be sealed and leakproof. The
batteries used in the power pack shall have sufficient ampere-hour
capacity, based on a ten (10) hour discharge rate to properly
operate the gage as discussed below. .

The gage shall be equipped with a charging circuit capable of
recharging the power pack at a rate egual to the battery manu-
facturer's recommendations. The charging circuit shall operate
whenever the gage is connected to the 115 + 10 volt, 60 Hz
alternating current and shall be so designed as to automatically
prevent overcharging the internal power pack. The combination

of current drain and battery capacity shall be such that,

beginning with a full charge, the gage can be operated continuously



for 400 count-read c¢ycles spaced over 16 hours; and the power
pack can then be brought back to full charge within an 8-hour
charge period with the charger operating on a 115 + 10 volt

60 Hz A.C. supply. A count-read cycle, for the purposes of

this paragraph, shall consist of a one (1) minute count followed
by a five (5) second display period.

The gage shall have a device to automatically turn off the gage
when the battery drops to below a satisfactory operating level.
Individual batteries in a pack, may be soldered together, but
a battery pack consisting of two or more batteries shall have
plug in leads to facilitate easy replacement in the field.

The battery condition shall be visually indicated on the scaler
control panel. It may be a go no-go indicator and shall be
‘operated by a switch. A continuous indicator so long as the
gage is turned on is acceptable. :

All voltage supplies shall be highly regulated and shall produce
sufficient power to satisfy all demands of the gage. All high
voltage supplies, regardless of the basic power source used and
with the gage in operation, shall supply, at any setting of the
high voltage adjustment controls, a voltage which will remain
constant, with respect to. time, within + 1/2 percent between 32
to 145 F.

The gage shall be equipped with an automatic electronic timer.
The frequency base for the timer shall be either a crystal or a
tuning fork oscillator. fThe timer shall be preset to sixty (60)
seconds + one (1) second and that time interval shall be repeat-
able within + 0.03 second over operating temperature ranges
specified in Section I. A check circuit shall be provided to
verify timer accuracy and counting function. It shall be selec~
table by means of a switch and shall count pulses or multiples
thereof from some standard fregquency base such as a crystal,
tuning fork oscillator, or 60 Hz A.C. The check functlon shall
. provide not less than 3600 pulses per minute.

The gage ‘shall be capable of counting zero to 99,999 counts per
minute. The resclution time shall be two micro-seconds or less.
Display of count shall be electronic and shall be made automatically
at the end of the counting interval. The display shall continue

for some minimum length of time not less than 10 seconds for an

in line digital display. If the count is not displayed automati-
cally, a visual signal shall indicate the end of the counting

‘eycle and the display shall be selectable for a period not less

than 1-1/2 minutes. Electronic circuitry in the scaler shall be
refined such that spurious counts are not generated. Count shall



" be displayed to, at least, the nearest ten (10) counts. Units
shall be counted but need not be displayed provided that accuracy
requirements, stated elsewhere in these specifications, are met.

IV. PERFORMANCE CRITERIA - o

Each gage must satisfy the performance criteria listed below when
tested in the manner prescribed by these specifications. All

- references to the capacity of the gages to determine density or

moisture are made in terms of a set of calibration density and
moisture standards maintained by the California Division of
Highways. These calibration blocks are located at the
Transportation Laboratory at 5900 Folsom Boulevard, Sacramento,
California. The term, "Reference calibration curve,"” will mean
a calibration curve established using these standards.

- The reference moisture and density calibration curves will be

established by taking at least four one-minute readings on each
standard. The mean value of a set of these readings will be used
to determine each point on the reference calibration curve. The
calibration curves for either transmission or backscatter density

- will consist of three semi-logarithmic regressions. One re-

gression will represent standards high in calcium, the second

will represent standards high in silica and the third will
represent an average of all standards. Unless otherwise specified,
the third, or average, regression line will be the one used to

.-—determine specification compliance. The calibration for moisture

will be a linear curve based on data between approximately 0 and
25 pounds of water per cubic foot.

. EFFECTS OF DROPPING N

The gage will be dropped on its bottom surface from a height of

6 inches on a l-inch diameter steel ball bearing placed on a
concrete floor. The ball bearing is placed randomly so that
contact is made on any bottom point of the gage. The gage shall
operate correctly after 2 drops in all modes of operation.

The average of four one-minute counts shall not deviate more than
*+ 1 pef in density and moisture as compared to tests prerformed
before the drops. Tests before and after will be performed on
“the same standard. There shall be no cracking or distortion of
the case. S ' K '

The gage will also be dropped from a height of 10 inches onto

a asphalt concrete surfacing weighing approximately 140 pcf.

The same performance criterias stated in the preceding paragraph
shall apply.




SENSITIVITY TO VIBRATION

The gage will be fastened securely to a vibrating table for a
period of twenty (20) to twenty-four (24) hours. The vibrating
table will have a frequency of 12.5 * 0.l vibrations per second
and an amplitude of 0.1 + 0.0l inch.” The equipment shall operate
correctly after this period of vibration in all modes of operation.
The average of four one-minute counts shall not deviate more than
+ 1 pcf in density and moisture as compared to tests before
vibration. Tests before and after will be performed on the same
-standard.

' EFFECT OF MOISTURE = . . . _ .

The gage will be placed in a warm (100° to 105°F) dry environ-

. ment for one or more hours then transferred to a moist room having
100% humidity and a temperature 30°F less than the dry room, for
one hour. The gage will be covered to prevent water from dripping
directly upon the units. After three dry-moist cycles, the average
of four one-minute counts shall not deviate more than + 1 pcf in
density and moisture from tests performed at room temperature
{70° to 75°F). Tests shall be performed on the same standard.

' * EPFFECT OF AMBIENT TEMPERATURE

At an ambient temperature of between 60° and 70°F; the average

- of four one-minute readings in the eight in. transmission gosition

- on a density standard of between 120 and 140 lbs per cu ft, and
the average of four ‘one~minute readings on a moisture standard
of between 10 and 20 1bs per cut ft, will be determined. The
gage will then be placed in a heat controlled room or oven at
145° + 5°F for two (2) hours and the readings repeated. Count

- ratios will be determined based on a standard count between 60

© . . and 70°F, S _ .

' These count ratios must not indicate a shift of more than + 1 1b
per cu ft density or moisture from the reading on the same
standards at an ambient temperature of between 60° and 70°F,
as determined by the reference calibration curves for the gage.

The same tests shall be performed with the gage temperature being
lowered from ambient: temperature between 60° and 70°F to 35°F +
3°F. The drop to 35°F shall be performed in a cold box set to
35°F. The same specification of + 1 1b per cu ft density or
moisture will apply ‘at the ambient and 35°F temperature.




EFFECT OF HOT SUBSTRATE

The average of four one-minute readings in the backscatter
position will be taken on an aluminum standard with the gage
and standard at 60° ~ 70°F. The standard will then be heated
until the internal temperature is 300°F. At this point, the
gage will be placed on the standard for 10 minutes and the
readings will be repeated as above. The average of these counts
must not indicate a shift of more than + 1 1b per cu ft density
from the reading on the same standards at the temperature of
between 60° and 70°F, as determined by the reference calibration
curves for the gage. The tests at 300°F shall be completed in
15 minutes. :

STABILITY WITH TIME

The daily and day-~to-day random variation in indicated density of
an arbitrary standard of between 120 and 140 1bs per cu it density,
when measured by an average of four one-minute counts in the

eight in. transmission position, shall not vary more than-+ 0.8 1b
per cu ft. The daily and day-to-day random variation in indicated
moisture of an arbitrary standard of between 10 and 20 1bs per cu ft
moisture when measured by an average of four one-minute counts

shall not vary more than + 0.8 1b per cu ft.

In either moisture or density, a systematic variation or drift
greater than that permissible for normal aging of detector tubes
shall not be permitted. - . .

EFFECT OF CHEMICAIL COMPOSITION

The California Division of Highways has a set of three high silica
and a set of three high calcium density calibration standards.

A separate reference calibration curve shall be determined for

the silica and calcium standards at the eight in. transmission
position. These curves will be a semi-logarithmic regression.

The spread between the curves shall not be greater than two and
one half (2.5) lbs per cu ft when measured at any point between 100
and 160 lbs per cu ft. In the backscatter density mode the spread
between these reference calibration curves, for the same range of
densities, shall not be greater than two and one half (2.5) 1bs
per cu ft. - '

MINIMUM ONE-MINUTE COUNT-DENSITY

When the gage is used in the transmisgsion position at a depth of
eight (8) inches there shall be not less than 11,000 counts per
minute indicated at a soil density of 140 1bs per cu ft. This
shall be a count of the actual detector discharges, and not
electronically or otherwise multiplied. When the gage is used
in the backscatter position on a similar density standard, it
shall have not less than 10,000 counts per minute without
multiplication.



MINIMUM ONE-MINUTE MOISTURE COUNT

‘When the gage is used to determine the water content of a 10 1b
per cu ft moisture standard, there shall be a minimum count of
not less than 1600 counts per minute. This shall be a count of
the actual detector tube discharges and not electronically or
otherwise multiplied. There shall be not more than 500 moisture
counts per minute when the gage is suspended in air.

PERMISSIBLE VARIATiON IN DENSITY DETERMINATiON

When determining density in the eight (8) in. transmission posi-~
tion of a standardization block of between 110 and 140 1b per cu
ft density, the average of a set of two readings shall constitute
a density determination. In a set of ten such density determina-
‘tions, no more than 3 shall indicate a density variation greater
than + 0.3 1lb per cu ft as determined by the reference calibration
curve. _

When used in the backscatter position, no more than 3 in a set
of ten such density determinations shall indicate a density
variation greater than + 0.8 1lb per cu ft.

PERﬁISSIBLE VARIATION IN MOISTURE DETERMINATION

When determining moisture on a standardization block of between
10 and 20 1lbs per cu £t moisture, the average of a set of two

. readings shall constitute a moisture determination. In a set
of ten such moisture determinations, not more than 3 shall

. indicate a moisture variation greater than 0.3 1lb per cu ft

as determined by the reference calibration curve.

SENSITIVITY RATIO-DENSITY

The count {or count ratic) of the reference density calibration
curve for the eight in. transmission position at 110 1lbs per cu
ft density shall be equal to or greater than 2.0 times the count
(or count ratio) at 140 lbs per cu £t density. This ratio shall
be equal to or greater than 1.5 when used in the backscatter
position. 8 :

SENSITIVITY RATIO-MOISTURE

The count (or count ratio)of the reference moisture calibration
curve at 20 lb per cu f£ft moisture shall be greater than 3.0
times the count (or count ratio) at 5 1b per cu £t moisture.




V. ACCESSORIES

A permanent shipping container constructed of metal or wood shall
be furnished for the gage. When wood is used it shall be 1/2"
thickness grade AB exterior plywood with all joints glued and
with glued interior corner chamfer strips. Shock absorbing
mounting for the gage shall be provided within the container.
Exterior corners shall be protected by metal corners. The
container 1id shall be hinged and provided with locking hasps
accepting 3/8" shank padlocks and a folding chest handle equal

to Stanley No. 1205K size 3-~1/2" shall be attached to the
container, All exterior surfaces of the containers shall be
protected with two (2) coats of first quality exterior paint or
enamel. All containers shall be constructed and labeled to comply
with all applicable State and Federal regulations. With the gage
in the shipping container, the radiation level must not exceed

10 mrem/hr at any point on the top, sides or bottom surfaces and
must not exceed 0.5 mrem/hr at 3 feet from the top, sides or
bottom surfaces. . ‘

The following accessory items shall be furnished for each gage
and included with the respective gage in the shipping container.

1. The gage shall be provided with a single standard to obtain
nuclear counts in density and moisture in such a manner that
the respective detectors are used in each measurement within
the range of normal operation. This standard shall remain
stable with time and be so constructed that the source and
detector tubes can be repeatedly placed at the same identical
position with respect to the surface of the standard.

2. A power cable for battery charging of sufficient cross-
section to prevent voltage drop shall be supplied for
connection to the 110-130 volt power source. This cable
shall have a minimum length of 8 feet. One end shall have
the standard 3-prong male plug for connection to standard
outlet and the other end shall -have a weatherproof connector
for connection to the gage.

3. Operation and. maintenance manuals in booklet form shall be
provided. Operating and -troubleshooting procedures for the
gage shall be detailed. A block diagram shall be provided
for each circuit module, and one block diagram shall show
the intermodular relationships. Complete schematic diagrams
for all circuitry shall be provided. The schematics shall
include wave form diagrams sufficient to analyze performance.
the wave form diagrams shall show wave shape and list nominal
amplitude and pulse width. All components in the schematics
shall be identified and referenced to a complete parts
list. The parts list shall show at least two sources




‘for commercial components or parts, except standard hardware
‘items. Exception to the two sources can be taken for
specialized parts fabricated in the manufacturer's plant or
by other vendors for the manufacturer.

4. The vendor shall designate by name, address, telephone
number and air freight shipping point, the service
facility to which the gade and/or components thereof are
to be shipped for repairs, replacements or servieing
required during the warranty period. This information may
appear in the operation or maintenance manual, in separate
shipping instructions, or on a plate attached to the
shipping container. -

5. Wipe test results, as épecified‘by the State and/or Federal
requlating agencies, shall be provided for the radioactive
source in each gage. - -

6. Copies of any calibration curves worked up by the manufacturer
' during the course of his gage preparation and testing shall
be provided. It is not intended that the vendor submit
complete calibration curves for the gages since this will

be done by. the purchaser. .

VI, DELIVERY, SERVICE AND WARRANTY

The vendor shall be responsible for delivery of the gages to the
customer's dock at 5900 Folsom Boulevard, Sacramento, California.
The manufacturer shall staff and maintain permanent facilities
within the State of California. .These facilities shall provide
complete maintenance and repair services for the nuclear gages
purchased as a result of his successful bid.

Each complete gage and each component thereof including cables,
cable connecting devices and batteries shall be warranted for a
period of one (1) year from the date of the acceptance of the
gage by the State of California. If a gage fails to function
properly during the warranty period the manufacturer shall
assume full liability for restoring theé complete gage including
connecting cables, cable connectors and batteries to proper
working order without cost to the State of California. The
manufacturer shall assume all transportation charges and
incidental expenses involved in the shipment of gages and/ocxr
components. under warranty from a shipping point selected by the
State of California to the service facility designated by the
manufacturer and the return of the shipped items to the point
of origin. Transportation shall be via air freight whenever
feasible. The total time lapse that a gage and/or components
reach and leave the manufacturer's facility shall not exceed
eight (8) calendar days. The warranty shall be voided by

~12-




physical damage, modification, alteration, abuse or misuse of
a gage beyond normal service usage in field and laboratory
applications outlined in appropriate test methods and
procedures of the State of California.

»

VII. VENDOR'S BID PROPOSAL

 Schematic drawings of the gage are to be submitted with the bid.

These drawings must show the arrangement of the components, the
size of the case, the source strength, the model number, the size
and type detectors used, and the estimated radiation level six
inches from all sides and the bottom of the case. Prototype gages
may be submitted for inspection and the vendor may use the State's
calibration blocks for checking compliance with specification,
Other pertinent information concerning the gage shall also be
presented by the bidder. Aall data will remain confidential and
will be used to determine if the bid is acceptable to the State.
The acceptance of the design portrayed in the drawings and data
submitted for bid purposes will not relieve the manufacturer of
the full responsibility for furnishing a gage which shall meet
these specifications and all requirements of the California
Department of Public Health, California Administrative Code,
Title 17 and all other pertinent rules, regulations, or orders

in effect in California. The manufacturer shall also assume

all responsibility for obtaining approval for the use of the

‘'gage (s) in California.

In the event that the California Division of Highways might wish

to purchase complete sets of plug-in circuit boards or modules

for gage maintenance, the vendor shall supply, in his bid proposal,
a price list for all the modules in the gage he proposes to
supply. These module prices will not be a consideration in bid
evaluation. ’
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